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Abstract. Currently, machine learning (ML) methods are widely adopted in 

structural health monitoring (SHM), yet they are still mostly black boxes. On the 

other hand, given the significant responsibility associated with SHM, understanding 

the rationale behind it is critically important. In some cases, even experienced 

experts have difficulties finding evidence related to structural integrity within 

complex structural signals. Thus, solely relying on these black-box SHM systems 

carries inherent risks. Trustworthiness is the key for decision-makers when planning 

to act on predictions or deciding whether to deploy a new model. This understanding 

can also offer insights about the models, transforming untrustworthy models or 

predictions into reliable ones. The indirect SHM method using passing vehicles, an 

emerging technique in the past two decades, offers a rapid and cost-effective 

solution for bridge monitoring. Its signal components are affected by factors such as 

vehicle dynamics and road roughness, making them more complex than those in the 

direct method. Although ML methods have shown promising results in this domain, 

their results require further explanation. In this work, an interpretation tool is 

proposed to interpret the result prediction of ML methods in indirect SHM. The 

trustworthiness of models is demonstrated through simulation databases: deciding 

whether a prediction should be trusted, choosing between models, and determining 

why a classifier should not be trusted. 

 

Keywords: structural health monitoring, machine learning, convolutional neural 

network, explainable models, drive-by methods 

1. Introduction  

In recent years, with the rapid development of artificial intelligence, ML-based SHM 

methods have sharply become mainstream. They typically rely on large datasets and 

models such as Support Vector Machines (SVM) and Artificial Neural Networks (ANN) 

[1]. Current research mainly focuses on deep learning models, whose high accuracy and 

efficiency have made them highly sought after, despite their lack of physical 

interpretabilities; most models are black boxes [2]. They have inevitably become integrated 

into urban infrastructure monitoring, forming an indispensable part of smart cities.  

https://creativecommons.org/licenses/by/4.0/
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Given the significant responsibilities associated with SHM, understanding the 

fundamental rationale behind it is crucial. In some cases, even experienced experts have 

difficulties finding evidence related to structural integrity within complex structural signals. 

Thus, solely relying on these black-box SHM systems carries inherent risks, especially in 

methods that have relatively large uncertainty. For instance, the indirect SHM method using 

passing vehicles is an emerging technology aimed at providing a rapid, cost-effective 

solution for bridge monitoring. 

The drive-by method, which necessitates just a few sensors on vehicles, captures 

bridge characteristics in the vehicle's response via vehicle-bridge interaction (VBI), 

providing a low-cost solution for monitoring fleets of bridges [3]. However, its practical 

implementation often introduces more uncertainty than direct methods. These uncertainties 

primarily arise from road roughness and vehicle dynamics, which may mask bridge 

characteristic components in vehicle vibrations, thereby affecting SHM results [4–6]. Over 

the past two decades, many efforts have been made to minimize these uncertainties, which 

are key in traditional modal parameter-based methods [7]. 

Recently, a surge of research into the application of ML in the drive-by method has 

emerged, claiming promising results [8–14]. However, due to the significant uncertainties 

associated with the drive-by method, decision makers may not trust it as much as the direct 

method. So, are these results truly reliable, and how should asset managers decide whether 

to trust them? These drive the authors to propose explanatory approaches to ML-based 

SHM. Some methods in computer science like SHAP (SHapley Additive exPlanation) often 

require substantial computational power [15]. Sometimes, engineers or researchers need a 

quick method to preliminarily judge whether to choose a model. 

This paper proposes an efficient ML model explanatory algorithm named the noise 

perturbation-based feature importance calculation method. The algorithm provides insights 

about the model by adding perturbation to features to determine their contribution to the 

results. The algorithm is demonstrated on a vehicle-based SHM case using a 1D-

Convolutional Neural Network (CNN), which is considered one of the most effective 

neural networks for vibrational signals [16]. A dataset is established through numerical 

simulation, and a designed CNN model is trained and validated on it. The proposed 

algorithm will first compare results with SHAP, then be used to interpret the ML model, 

deciding whether to trust its predictions and choose between models. 

2. Explanatory algorithm 

1.1 SHAP approach 

First, we introduce the SHAP method, a classical approach for explaining ML models, 

which is used in this paper to compare with the proposed rapid explanatory algorithm. The 

SHAP methodology builds upon the cooperative game theory concept of Shapley values to 

assign an importance value to each feature, reflecting its contribution to the prediction 

made by a ML model [15]. This approach ensures a fair distribution of the 'payout' among 

features, akin to how players are rewarded in a coalition game. By leveraging SHAP, 

researchers and practitioners can gain transparent insights into predictive models, 

facilitating better understanding and trust in ML-driven decisions.  

SHAP values are derived by computing the average change in the prediction 

outcome when a feature value is introduced into a model, compared to predictions without 

the feature. The fundamental formula is shown in Equation (1). In the equation, 𝐹 is the set 

of all features, 𝑆 is a subset of features excluding feature 𝑖, and 𝑓 is the prediction model. 

This ensures each feature's contribution is fairly distributed according to its marginal effect 
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on the model's output. It is known from the formula that the factorial operation involved in 

calculating SHAP values requires significant computational resources, which is not 

conducive to scenarios that demand quick evaluation or selection of models. 

𝑆𝐻𝐴𝑃𝑖 = ∑
|𝑆|! (|𝐹| − |𝑆| − 1)!

|𝐹|!
[𝑓(𝑆 ∪ {𝑖}) − 𝑓(𝑆)]

𝑆⊆𝐹{𝑖}
(1) 

1.2 Proposed explanatory algorithm 

The algorithm calculates the importance value of each feature through perturbation. 

Algorithm 1 details the proposed method: The algorithm commences with an initialization 

of an empty set 𝑰𝒎𝒑. It iterates over each sample 𝒙𝒋 within the set 𝑿. For every sample, the 

algorithm initializes an empty set 𝑰𝒎𝒑𝒋. Within this loop, for each feature 𝑒𝑘  in 𝒙𝒋, the 

algorithm adjusts 𝑒𝑘  by adding Gaussian noise 𝒩(0, 𝜇2)  to yield a perturbed feature 

𝒙𝒋
′[𝑒𝑘] . It then computes a new prediction 𝒚𝒋

′ . The algorithm extends 𝑰𝒎𝒑𝒋  with the 

absolute difference between 𝒚𝒋 and 𝒚𝒋
′. Upon completion of feature iterations within 𝒙𝒋, the 

algorithm merges 𝑰𝒎𝒑𝒋  into the main set 𝑰𝒎𝒑 . Once all samples are processed, it 

calculates the mean, labeled 𝑰𝒎𝒑𝒂𝒗𝒈 ; the algorithm ends by returning 𝑰𝒎𝒑𝒂𝒗𝒈 . The 

computational efficiency of this algorithm is higher than SHAP and many other explanatory 

methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. VBI model and simulation  

3.1 VBI model 

In this study, the vehicle is modeled using the 2-DOF (Degrees of Freedom) quarter-car 

model. This simplification is widely adopted in the literature, for instance, by Liu et al. [17] 

and Lan et al. [18]. The bridge is modeled as a simply supported Euler–Bernoulli beam; 

each node of its finite element model consisted of two DOFs: vertical translation and 

rotation. The bridge model is structured into 𝑛 elements, 𝑛 + 1 nodes, and 2𝑛 DOFs, not 

accounting for the vertical constraints at the ends. It spans a length 𝐿, with a uniform 

flexural rigidity 𝐸𝐼, and a mass per unit length 𝑚. Bridge damping is approximated through 

mass-stiffness proportional Rayleigh damping. The employed VBI model is illustrated in 

Fig. 1. The system's dynamics are governed by the coupling equations:  

[𝑀𝑣]{�̈�𝑣} + [𝐶𝑣]{�̇�𝑣} + [𝐾𝑣]{𝑦𝑣} = {𝐹𝑐𝑣} (2) 

Algorithm 1 Noise perturbation-based feature importance calculation 

Require: Model 𝑓 and the set of samples 𝑿 = [𝒙𝟏, 𝒙𝟐, 𝒙𝟑 … ] 
Require: Model prediction 𝒀 = 𝑓(𝑿) = [𝒚𝟏, 𝒚𝟐, 𝒚𝟑 … ] 
Require: Noise level 𝜇 (0.001) 

𝑰𝒎𝒑 ← [] 
For sample 𝒙𝒋 in 𝑿:  

𝑰𝒎𝒑𝒋 ← {} 

For feature 𝑒𝑘 in 𝒙𝒋:  

𝒙𝒋
′[𝑒𝑘] ← 𝒙𝒋[𝑒𝑘] + 𝒩(0, 𝜇2) 

𝒚𝒋
′ ← 𝑓(𝒙𝒋

′) 

𝑰𝒎𝒑𝒋 ← 𝑰𝒎𝒑𝒋 ∪ (|𝒚𝒋 − 𝒚𝒋
′|) 

𝑰𝒎𝒑 ← 𝑰𝒎𝒑 ∪ 𝑰𝒎𝒑𝒋 

𝑰𝒎𝒑𝒂𝒗𝒈 ← 𝑚𝑒𝑎𝑛(𝑰𝒎𝒑) 

Return 𝑰𝒎𝒑𝒂𝒗𝒈 
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[𝑀𝑏]{�̈�𝑏} + [𝐶𝑏]{�̇�𝑏} + [𝐾𝑏]{𝑦𝑏} = {𝐹𝑐𝑏} (3) 

where the matrices [𝑀𝑣] , [𝐶𝑣] , and [𝐾𝑣]  represent the vehicle's mass, damping, and 

stiffness, whereas [𝑀𝑏] , [𝐶𝑏] , and [𝐾𝑏]  stand for the bridge's equivalent matrices. The 

displacement vectors of the vehicle and bridge are denoted by {𝑦𝑣} and {𝑦𝑏}, respectively, 

with {𝐹𝑐𝑣} and {𝐹𝑐𝑏} symbolizing the dynamic interaction forces between them. 

 

Fig. 1. VBI model. 

The subsystem matrices and response vector for the vehicle model are as follows, 

where the body and axle masses are denoted by 𝑚𝑣  and 𝑚𝑡 , the suspension and tire 

damping by 𝑐𝑠 and 𝑐𝑡, and the suspension and tire stiffness by 𝑘𝑠 and 𝑘𝑡, respectively. The 

vertical displacements of the vehicle body and axle are denoted 𝑢𝑣 and 𝑢𝑡 , respectively. 

Dynamic responses of the vehicle through the VBI process are determined using the 

Newmark-Beta method, with the method's parameters 𝛽 and 𝛾 chosen as 0.25 and 0.5, 

[𝑀𝑣] = [
𝑚𝑣

𝑚𝑡
] (4) 

[𝐶𝑣] = [
𝑐𝑠 −𝑐𝑠

−𝑐𝑠 𝑐𝑠 + 𝑐𝑡
] (5) 

[𝐾𝑣] = [
𝑘𝑠 −𝑘𝑠

−𝑘𝑠 𝑘𝑠 + 𝑘𝑡
] (6) 

{𝑦𝑣} = [𝑢𝑣 𝑢𝑡]𝑇 (7) 

In this study, road roughness is generated according to ISO 8608 [19], with a 

roughness coefficient 𝐺𝑑(𝑛𝑠,0) = 16 × 10−6 𝑚3 (Class A). Notably, this research applied a 

10% noise level, diverging from the commonly adopted high noise level of 5% [20]. This is 

to demonstrate the high accuracy of ML methods in vehicle-based SHM applications. 

3.2 Simulation and dataset 

In this study, the bridge parameters are as follows: mass per unit length 𝑚 = 2400 𝑘𝑔/𝑚, 

bending stiffness 𝐸𝐼 = 5.5 × 109 𝑁 ⋅ 𝑚2 , and length 𝐿 = 25 𝑚 . It is divided into 10 

elements ( 𝑛 = 10 ). Generally, bridge damage can be considered as stiffness loss, 

representing bridge damage like cracks and delamination. The vehicle parameters are: 

𝑚𝑣 = 1.28 × 104 𝑘𝑔 , 𝑚𝑡 = 1.0 × 103 𝑘𝑔 , 𝑐𝑠 = 1.0 × 103 𝑁 ⋅ 𝑠/𝑚 , 𝑐𝑡 = 0 , 𝑘𝑠 =
4.0 × 105 𝑁/𝑚, 𝑘𝑡 = 3 × 105 𝑁/𝑚, and 𝑣 = 8 𝑚/𝑠. The sampling rate is 1000 Hz (or a 

time step of 0.001 s). 

Five damage cases (DC 0–DC 4) are considered, with stiffness loss of 0% (healthy), 

2%, 4%, 6%, and 8% for the fifth element (𝑛 = 5). They represent minor structural damage. 

For the different DCs, each consists of 200 samples, forming a database. They are then 

randomly divided into training and testing sets at a 9:1 ratio. 
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3. ML-based SHM and interpretation 

3.1 CNN model and performance 

In this study, the CNN model can be trained in a supervised manner since the dataset is 

labeled. The model's input is the frequency domain data corresponding to 5 seconds of 

acceleration data measured on the vehicle's axle. This might be more intuitive for humans 

and beneficial to the subsequent model explanation. After some trials by the authors, Table 

1 shows the 1D-CNN architecture that performed well on the dataset of this study. A key 

feature of this architecture is the adoption of LeakyReLU as the activation function for its 

convolutional layers, replacing the traditional ReLU. It aims to mitigate the problems of 

dead neurons and vanishing gradients [21].  

Table 1. CNN configuration  

Layer Output shape Parameter Activation 

Conv1d 2500 × 64 Kernel number: 64; Kernel size:10; Stride: 1 LeakyReLU 

Max pooling 1250 × 64 Kernel: 2; Stride: 2 None 

Conv1d 1250 × 128 Kernel number: 128; Kernel size:10; Stride: 1 LeakyReLU 

Max pooling 625 × 128 Kernel: 2; Stride: 2 None 

Conv1d 625 × 256 Kernel number: 256; Kernel size:10; Stride: 1 LeakyReLU 

Max pooling 312 × 256 Kernel: 2; Stride: 2 None 

Conv1d 312 × 512 Kernel number: 512; Kernel size:10; Stride: 1 LeakyReLU 

Max pooling 156 × 512 Kernel: 2; Stride: 2 None 

Flatten 79872 None None 

Dense 100 None LeakyReLU 

Dense 5 None Softmax 

 

Model training was performed in a Python 3.11 environment. In addition to the 

above architecture, the other hyperparameters are: the batch size is set to 32, Adam is used 

as the optimizer, the learning rate is 1 × 10−4, and the loss function used is "cross-entropy 

loss", and the training epochs is 50. The employed workstation at Aalto University is 

equipped with Intel Core i9-11900 CPUs and 32 GB of RAM. The loss and accuracy 

during the model training and testing phases are shown in Fig. 2a. Remarkably, in terms of 

minor damage detection, CNN achieved an exceptional test accuracy of 100%. The 

accuracy stabilizes around 30-epoch, and the trend indicates that there are no significant 

overfitting issues. These results are based on numerical simulations. However, drawing 

from the authors' previous works, ML methods have been shown to achieve accuracy above 

85% for detecting structural changes as subtle as 2% in the experiments [10,11,13]. These 

demonstrate the advantages of high accuracy in applying ML methods to SHM. 

          

                                            (a)                                                                                  (b) 

Fig. 2. Selections of PFs: (a) training history, (b) confusion matrix. 
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3.2 Interpretation on the model 

First, we will use SHAP to calculate the importance of each (frequency) feature. On the 

above CNN operating platform, based on 100 samples, the SHAP execution time is 4801.9 

seconds. Fig. 3a displays the feature contributions based on SHAP. The model mainly 

focuses on frequencies from 3.8Hz to 4.0Hz, where the fundamental frequency of the 

bridge in this study is 3.8Hz. This is consistent with people's intuitive of using bridge 

modal characteristics to judge bridge status, in other words, the model can be trusted. 

Meanwhile, the feature contributions calculated using the proposed algorithm are shown in 

Fig. 3b. The algorithm results are similar to the SHAP results, i.e., focusing on features 

near the fundamental frequency. However, the time taken using the proposed algorithm is 

only 972.8 seconds, which is 20.3% of SHAP's time. Its efficiency is significantly higher 

than SHAP's, which is an advantage. It can quickly provide a basic understanding of the 

model. 

       

                                            (a)                                                                                  (b) 

Fig. 3. Feature contribution: (a) SHAP, (b) proposed method. 

3.3 Different models 

Table 1 and Table 2 display the configurations of Models 2 and 3 used for comparison. 

They are simplifications of the above CNN model to different degrees, and after training 

through 50 epochs, their accuracies are 46% and 21%, respectively. From the results of 

Model-2 shown in Fig. 4a, it can be observed that this model primarily focuses on features 

near the fundamental frequency, which is reasonable, but their importance (impact) is 

significantly smaller than that of the previous model (1.9 × 10−5  vs 1.3 × 10−1 ). This 

results in a model that is much less sensitive to damage, especially minor damage, than the 

models described above. The detection accuracy is only 46%, which is better than random 

guessing (20%) but obviously unsatisfactory. The results from Fig. 4b indicate that, 

although features near the fundamental frequency are given slightly high attention, Model-

3's focus is evidently dispersed, resulting in an accuracy of only 21%, close to random 

guessing. Hence, these models cannot be chosen or trusted. In fact, some models, despite 

their high accuracy, focus on features contrary to human intuition, raising further questions 

about their reliability. Due to space limitations, this paper does not provide detailed 

examples. This work shows that the interpretability of ML applications should be a focus of 

attention. It's noteworthy that in the simulations of this paper, the CNN can accurately 

capture features. In engineering practice, situations will be much more complex, and 

feature extraction will also be more complicated. Explanatory methods are particularly 

important in these cases to ensure they capture reasonable features, demanding further 

exploration. 
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Table 2. Model-2 

Layer Output shape Parameter Activation 

Conv1d 2500 × 64 Kernel number: 64; Kernel size:10; Stride: 1 ReLU 

Max pooling 1250 × 64 Kernel: 2; Stride: 2 None 

Conv1d 1250 × 128 Kernel number: 128; Kernel size:10; Stride: 1 ReLU 

Max pooling 625 × 128 Kernel: 2; Stride: 2 None 

Flatten 80000 None None 

Dense 100 None ReLU 

Dense 5 None Softmax 

Table 3. Model-3  

Layer Output shape Parameter Activation 

Conv1d 2500 × 64 Kernel number: 64; Kernel size:10; Stride: 1 ReLU 

Max pooling 1250 × 64 Kernel: 2; Stride: 2 None 

Flatten 80000 None None 

Dense 3 None ReLU 

Dense 5 None Softmax 

 

       
                                            (a)                                                                                  (b) 

Fig. 4. Feature contribution calculated using the proposed algorithm: (a) model-2, (b) model-3. 

4. Conclusion 

This paper argues that trust is crucial for the application of ML methods in indirect SHM. A 

noise perturbation-based feature importance calculation method is proposed to quickly 

provide insights into the model. It was demonstrated using a CNN on a simulated drive-by 

SHM database. Based on the results, the following conclusions can be drawn: 

1. The proposed algorithm can provide results similar to SHAP with only 20.3% of the 

computational time required by SHAP; it can quickly provide a basic understanding of 

the model. 

2. The CNN model focuses on features near the bridge's fundamental frequency and 

detects bridge damage with 100% accuracy, making it a trustworthy model. 

3. Some models give insufficient attention to features near the bridge's fundamental 

frequency or have dispersed attention, leading to poor performance; these are not 

trustworthy models. 

They provide valuable information to decision-makers. Future research will further 

explore the interpretability of other models and SHM frameworks. 
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