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A B S T R A C T

Recent studies have highlighted the superiority of the drive-by method using vehicle responses
to identify bridge frequencies due to its cost-effectiveness. However, most research identifies
bridge and vehicle frequencies as time-invariant, which neglects the non-stationary nature of
vehicle–bridge interaction systems. This assumption holds true only when the vehicle’s mass
is significantly less than that of the bridge. With an increase in vehicle–bridge mass ratio,
relying on this assumption can lead to substantial errors, necessitating an investigation of time-
varying characteristics extracted from vehicle responses. This study extends this exploration
to extract time-varying frequencies of a vehicle–bridge interaction system involving a two-
axle vehicle and a bridge through the drive-by method and improved multisynchrosqueezing
transform. The semi-analytical solution for time-varying frequencies is newly derived, and
numerical simulations are employed to verify the solution and the effectiveness of the improved
multisynchrosqueezing transform. Various influencing factors, including vehicle speed, vehicle
damping, bridge damping, stiffness of the bridge and vehicle, environmental noises, and road
roughness, are analyzed. Additionally, laboratory experiments with a scaled two-axle vehicle
and two bridge models are conducted to verify the proposed method, and case studies on
different parameters are further provided. Results demonstrated that the time-varying bridge
frequency can be extracted from vehicle responses using the proposed approach. Finally, a novel
index is proposed to evaluate the extraction results of the bridge’s time-varying frequency from
vehicle responses.

. Introduction

Bridge structures are of critical importance in the global transportation system [1]. However, many bridges, especially those
n Europe and America, have been in service for a significant number of years and may face issues related to aging and
eterioration [2,3]. To ensure their safe operation, researchers have turned their attention to condition assessment of bridges in
ecent decades. Vibration-based approaches have emerged as a promising strategy due to their convenience and ease of operation [4].
hese methods typically analyze the modal parameters of bridges and examine their changes before and after damage. Among these
odal parameters, bridge frequencies, as fundamental indicators, have been widely utilized by researchers [5].

To determine the frequencies of a bridge, it is common practice to install accelerometers on the bridge to collect vibration
ata for modal analysis, known as the direct method. Once the bridge’s responses are obtained, modal analysis can be performed
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to determine its frequencies. Modal analysis can be divided into two types: experimental modal analysis and operational modal
analysis. However, experimental modal analysis typically requires simultaneous measurements of both the excitation and response,
making it less practical for engineering applications. On the other hand, operational modal analysis only requires the output data of
the system, making it easier to implement. Nevertheless, operational modal analysis relies heavily on external excitations and can be
influenced by environmental and operational variations [6]. Among all operational factors that influence the analysis, traffic flow
plays a significant role as it can induce vehicle–bridge interaction (VBI) responses and contribute external energy to bridge vibrations.
Previous studies have extensively explored bridge health monitoring using responses under vehicle loads [7,8]. Still, recent research
indicates that the direct method often necessitates various sensors to form a sensing network on the bridge, making it costly to
implement in engineering, especially considering the increasing number of deteriorating and newly constructed bridges [9].

The interactive nature of the VBI system led to the proposal of the indirect method (also known as the drive-by or vehicle
canning method) to identify bridge frequencies utilizing vehicle responses [10]. Over the last two decades, many studies have
ocused on identifying bridge frequencies, modal shapes, and damping ratios extracted from vehicle responses [11–13], as well as
ubsequent missions like damage detection [14–16]. Current research has uncovered two main challenges: firstly, mitigating the
mpact of road roughness, and secondly, filtering out vehicle information from vehicular responses [17]. Regarding the former,
arious strategies have been explored and proven effective in mitigating the adverse influence of road roughness. These strategies
nclude the use of residual accelerations from connected vehicles [18], residual frequency spectrum [19], and external excitation
ources [20]. Additionally, by back-calculating contact-point responses from the vehicle’s accelerations, the bridge’s frequencies were
ighlighted [21]. The indirect approach is heavily dependent on the VBI theories. Notwithstanding, the majority of current studies
ave treated the bridge’s frequencies as fixed values with no time variability, thereby disregarding the non-stationary nature of the
BI system. This assumption holds true only when the vehicle–bridge mass ratio is significantly low [22]. However, existing research

ndicates that heavy vehicles can potentially enhance bridge vibrations and facilitate indirect bridge information extraction [23].
nder this condition, extracting time-invariant frequency values can lead to substantial errors, particularly when a large vehicle–
ridge mass ratio is employed [24]. Hence, it becomes imperative to investigate the time-varying frequencies of the VBI system, as
t would offer valuable insights for bridge dynamic information tracking.

Time–frequency analysis (TFA) can provide significant information for analyzing non-stationary signals. Traditional TFA
ethods, such as the short-time Fourier transform (STFT) and wavelet transform, have been widely employed to determine the

nstantaneous frequency (IF) of time-varying signals. In 2019, Cantero et al. [25] investigated the application of wavelet transform
n analyzing the time-varying frequencies of the VBI system. Although they observed slight changes in the frequency of the
eam and vehicles, the time–frequency representations (TFRs) were not clear enough to capture distinct traces of time-varying
requencies. To address this limitation and enhance the analysis of non-stationary signals, various methods have been proposed,
uch as the S-transform, reassignment method, synchroextracting transform (SET), and synchrosqueezing transform (SST) [26–29].
ostafa et al. [30] successfully extracted IFs of the Boyne viaduct during the passage of a locomotive with a vehicle–viaduct
ass ratio of approximately 20% using the wavelet synchrosqueezing transform. Tang et al. [31] proposed an improved local
aximum synchrosqueezing transform to identify concentrated TFRs for an experimental bridge subjected to moving vehicle

oads. Xin et al. [32] utilized an enhanced SET-based empirical wavelet transform to identify the IFs of a time-varying traffic-
ridge system. Nonetheless, previous studies primarily utilized accelerometers installed on the bridge to determine the bridge’s
ime-varying frequency during the VBI process. Limited research has been conducted on the drive-by method, which involves
ttaching accelerometers to passing vehicles, to investigate the time-varying frequencies of both the bridge and the vehicle. In
013, Yang et al. [33] analyzed the frequency variation of the VBI system by employing a spring–mass vehicle model and a simply
upported bridge. The closed-form equations were verified by numerical simulations. However, this study did not consider any
xternal influences. In 2020, Li et al. [34] proposed to analyze vehicle responses to identify time-varying frequencies of bridges.
hey utilized the SET method on both vehicle and bridge responses, successfully tracking the bridge frequencies. However, it was
oted that the SET method could introduce errors in mode reconstruction and IF estimation for rapidly changing signals [35].
ubsequently, in 2023, Tan et al. [22] proposed the use of the high-order SST, which enhanced TFRs for signals with significant
ime-varying characteristics. Nevertheless, these existing studies using the quarter-car model only considered the vehicle’s vertical
ibrations. Its pitching effects and corresponding improvement in physics on time-varying frequencies of the VBI system are still
ot clear. Furthermore, recent studies have shown that the high-order SST method is highly sensitive to noise, often yielding
nsatisfactory results for signals with heavy noise. Conversely, the recently introduced improved multisynchrosqueezing transform
IMSST) approach offers a more focused representation in both the time and frequency domains compared to the SET and high-order
ST methods [36]. It has the potential to be a promising tool for analyzing vehicle responses and tracking frequency variations in
he VBI system.

This paper further analyzes nonstationary responses of VBI systems involving a two-axle vehicle and a bridge. The drive-by
ethod was employed to analyze the responses of the passing vehicle in comparison with direct measurements from the bridge.
he innovative contributions of this work are four-fold: (1) New semi-analytical solutions for time-varying frequencies of the
BI system are derived and verified by numerical simulations. (2) Frequency amplification ratios of the two-axle VBI system
nder varying vehicle–bridge frequency and mass ratios are innovatively offered. (3) For the first time, the enhanced algorithm
alled IMSST is presented as effective in providing clear TFRs for identifying time-varying frequencies of the VBI system, and the
ffects of various influence factors in numerical simulations and laboratory experiments are analyzed. (4) A novel index, time-
ree dynamic time warping (T-DTW), is proposed to evaluate the bridge’s time-varying frequency extraction results from drive-by
easurements. The remainder of this paper is organized as follows. Section 2 introduces semi-analytical solutions for calculating
2

he time-varying frequencies of the two-axle VBI system, as well as the theories for extracting IFs from vehicle responses using
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Fig. 1. Analytical model of the two-axle vehicle and bridge.

IMSST. Section 3 presents numerical simulations that verify the accuracy of the semi-analytical solutions and the effectiveness of
the time-varying frequency identification using IMSST. Additionally, it includes an analysis of the frequency amplification ratios
and various influencing parameters. Section 4 provides an overview of the laboratory experiments conducted using a scaled truck
and two beams. It also discusses case studies involving different parameters. Finally, this paper is concluded in Section 5.

2. Theoretical foundation

2.1. Semi-analytical solution for two-axle vehicle–bridge interaction system

The variability of the VBI system, as is widely recognized, leads to varying frequencies of the vehicle and bridge during their
interaction [33]. Previous studies have extensively focused on the implementation of the quarter-car model [22,34]. However,
in practical scenarios, vehicles often possess more than one axle. Although simplifying the model by employing the quarter-car
approach may seem reasonable, it may lead to the loss of crucial information and physical explanations, such as the influence of
pitching effects. A commonly adopted alternative is the half-car model, as shown in Fig. 1. In this study, the vehicle is represented
by a single mass 𝑚𝑣, which is supported by two springs with respective stiffness values of 𝑘1 and 𝑘2. The moment of inertia of
he vehicle body is represented by 𝐽𝑣. The axle distance is 𝑎, and its center of gravity is determined by 𝑎1 and 𝑎2. The vehicle

encompasses two degrees of freedom (DOFs): the vertical bounce of the body (𝑧𝑣) and body rotation (𝜃𝑣), as indicated by the blue
arrows in Fig. 1. On the other hand, the bridge is designed as a simply supported Euler–Bernoulli beam, possessing a length of 𝐿,
flexural stiffness of 𝐸𝐼 , and mass per unit length of 𝑚. Throughout the analytical derivation process, the effects of road roughness
and damping effects are temporarily ignored and will be analyzed in Section 3.

The equilibrium equations for vibrations of the bridge and two-axle vehicle can be denoted by Eqs. (1)–(3),

𝑚𝑢̈(𝑥, 𝑡) + 𝐸𝐼𝑢(𝑥, 𝑡)′′′′ =
2
∑

𝑖=1
𝑓𝑐𝑖(𝑡)𝛿(𝑥 − 𝑥𝑐𝑖) (1)

𝑚𝑣𝑧̈𝑣 + 𝑘1(𝑧𝑣 + 𝑎1𝜃𝑣 − 𝑢𝑐1) + 𝑘2(𝑧𝑣 − 𝑎2𝜃𝑣 − 𝑢𝑐2) = 0 (2)

𝐽𝑣𝜃̈𝑣 + 𝑘1𝑎1(𝑧𝑣 + 𝑎1𝜃𝑣 − 𝑢𝑐1) − 𝑘2𝑎2(𝑧𝑣 − 𝑎2𝜃𝑣 − 𝑢𝑐2) = 0 (3)

where 𝑢(𝑥, 𝑡) denotes the deflection of the bridge. ( ̇ ) means the derivative to time 𝑡, and ( ′) represents that to the position on
the bridge 𝑥. 𝛿(⋅) represents the Dirac’s delta function. 𝑓𝑐𝑖(𝑡) means the contact force between the vehicle and bridge, which can be
represented by Eqs. (4) and (5),

𝑓𝑐𝑖(𝑡) = 𝑘𝑖(𝑧𝑣𝑖 − 𝑢𝑐𝑖) − 𝑚𝑣𝑖𝑔, 𝑖 = 1, 2. (4)

𝑧𝑣𝑖 = 𝑧𝑣 + (−1)𝑖+1𝜃𝑣𝑎𝑖, 𝑖 = 1, 2. (5)

where 𝑧𝑣𝑖 is the 𝑖th axle’s displacement, and 𝑚𝑣𝑖𝑔 = 𝑚𝑣𝑔(𝑎 − 𝑎𝑖)∕𝑎 is the axle weight. 𝑔 is the acceleration of gravity. 𝑢𝑐𝑖 means
the deflection of the beam at the 𝑖th contact point. For the beam’s vertical deflection, it can be represented by the form of modal
superposition. For the reason of simplicity, only the first mode of the beam is considered in the analytical solutions. The beam’s
deflection 𝑢(𝑥, 𝑡) can be denoted by Eq. (6),

𝑢(𝑥, 𝑡) = 𝑞𝑏(𝑡) sin(
𝜋𝑥
𝐿

) (6)

where 𝑞𝑏(𝑡) is the generalized coordinate (𝑡 is omitted for simplification later). It is noted that higher modes of the beam can also be
included, but it only increases the mathematical complexity and will not contribute to the understanding of physical meaning [33].
3
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However, for the vehicle, it is worth including more DOFs that can help with understanding physical phenomena in practical
engineering. By substituting Eq. (6) into Eq. (1), we can get

𝑚 sin(𝜋𝑥
𝐿

)𝑞𝑏 +
𝐸𝐼𝜋4

𝐿4
sin(𝜋𝑥

𝐿
)𝑞𝑏 =

2
∑

𝑖=1

[

𝑘𝑖(𝑧𝑣𝑖 − sin(
𝜋𝑥𝑐𝑖
𝐿

)𝑞𝑏) − 𝑚𝑣𝑖𝑔
]

𝛿(𝑥 − 𝑥𝑐𝑖) (7)

ote that the Dirac’s function exists in Eq. (7). It is multiplied by the modal shape sin(𝜋𝑥∕𝐿) and integrated with respect to 𝑥 from
ero to 𝐿. After rearranging all items related to 𝑞𝑏, 𝑞𝑏, 𝑧𝑣, and 𝜃𝑣, we can get

[

𝑚𝐿
2

]

𝑞𝑏 +

[

𝐸𝐼𝜋4

2𝐿3
+

2
∑

𝑖=1
𝑘𝑖 sin

2(
𝜋𝑥𝑐𝑖
𝐿

)

]

𝑞𝑏 −

[ 2
∑

𝑖=1
𝑘𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿

)

]

𝑧𝑣 −

[ 2
∑

𝑖=1
(−1)𝑖+1𝑘𝑖𝑎𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿

)

]

𝜃𝑣 = −
2
∑

𝑖=1
𝑚𝑣𝑖𝑔 sin(

𝜋𝑥𝑐𝑖
𝐿

) (8)

Also, for Eqs. (2) and (3), by substituting Eq. (6) into them, one obtains

𝑚𝑣𝑧̈𝑣 −

[ 2
∑

𝑖=1
𝑘𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿

)

]

𝑞𝑏 + (𝑘1 + 𝑘2)𝑧𝑣 + (𝑘1𝑎1 − 𝑘2𝑎2)𝜃𝑣 = 0 (9)

𝐽𝑣𝜃̈𝑣 −

[ 2
∑

𝑖=1
(−1)𝑖+1𝑘𝑖𝑎𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿

)

]

𝑞𝑏 + (𝑘1𝑎1 − 𝑘2𝑎2)𝑧𝑣 + (𝑘1𝑎21 + 𝑘2𝑎
2
2)𝜃𝑣 = 0 (10)

Eqs. (8)–(10) can be arranged into the matrix format, as shown in Eq. (11),

𝐌𝑠[𝑞𝑏, 𝑧̈𝑣, 𝜃̈𝑣]𝑇 +𝐊𝑠
[

𝑞𝑏, 𝑧𝑣, 𝜃𝑣
]𝑇 = 𝐟𝑠 (11)

where 𝐌𝑠, 𝐊𝑠 are the mass and stiffness matrices of the VBI system, and the vector 𝐟𝑠 are forces applied. Their entries are shown
n Eqs. (12)–(14).

𝐌𝑠 =

⎡

⎢

⎢

⎢

⎣

𝑚𝐿
2 0 0
0 𝑚𝑣 0
0 0 𝐽𝑣

⎤

⎥

⎥

⎥

⎦

(12)

𝐊𝑠 =

⎡

⎢

⎢

⎢

⎣

𝐸𝐼𝜋4

2𝐿3 +
∑2

𝑖=1 𝑘𝑖 sin
2( 𝜋𝑥𝑐𝑖𝐿 ) −

∑2
𝑖=1 𝑘𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿 ) −

∑2
𝑖=1(−1)

𝑖+1𝑘𝑖𝑎𝑖 sin(
𝜋𝑥𝑐𝑖
𝐿 )

−
∑2

𝑖=1 𝑘𝑖 sin(
𝜋𝑥𝑐𝑖
𝐿 ) 𝑘1 + 𝑘2 𝑘1𝑎1 − 𝑘2𝑎2

−
∑2

𝑖=1(−1)
𝑖+1𝑘𝑖𝑎𝑖 sin(

𝜋𝑥𝑐𝑖
𝐿 ) 𝑘1𝑎1 − 𝑘2𝑎2 𝑘1𝑎21 + 𝑘2𝑎22

⎤

⎥

⎥

⎥

⎦

(13)

𝐟𝑠 =
[

−
2
∑

𝑖=1
𝑚𝑣𝑖𝑔 sin(

𝜋𝑥𝑐𝑖
𝐿

), 0, 0

]𝑇

(14)

The equations provided above factor in the interaction between the two-axle vehicle and bridge. It is noteworthy that the stiffness
atrix of the VBI system exhibits a temporal change as the vehicle passes the bridge. Consequently, the frequencies of both the bridge

nd the vehicle will undergo variations. When the two systems, i.e. the vehicle and bridge, are considered independently without
nteraction, they have their original frequencies, respectively. For the bridge, its original fundamental frequency can be calculated
y Eq. (15).

𝜔𝑏1,0 =
𝜋2

𝐿2

√

𝐸𝐼
𝑚

(15)

For the vehicle, the vertical and pitching frequencies of the two-axle vehicle can be obtained by solving the generalized eigenvalue
roblems of its mass and stiffness matrices. The solutions related to the original frequencies of the vehicle have been investigated
y the Ref. [37], as shown in Eq. (16).

𝜔2
𝑣0,𝑝0 =

1
2

⎛

⎜

⎜

⎜

⎝

𝑘1 + 𝑘2
𝑚𝑣

+
𝑘1𝑎21 + 𝑘2𝑎22

𝐽𝑣
±

√

√

√

√

√

(

𝑘1 + 𝑘2
𝑚𝑣

−
𝑘1𝑎21 + 𝑘2𝑎22

𝐽𝑣

)2

+
4
(

𝑘1𝑎1 − 𝑘2𝑎2
)2

𝑚𝑣𝐽𝑣

⎞

⎟

⎟

⎟

⎠

(16)

Here, 𝜔𝑣0,𝑝0 represents the original frequencies of the vehicle without interaction with the bridge. During the interaction process
between the vehicle and bridge, time-varying frequencies of the system can be obtained by solving the eigenvalue problem, as shown
in Eq. (17).

det(𝐊𝑠 − 𝜔2𝐌𝑠) = 0 (17)

Set 𝛺 = 𝜔2, 𝛺 > 0, and it can be noticed that Eq. (17) is a cubic equation with regard to 𝛺. Even though it can be analytically
solved by Cardano’s formula [38], the analytical solution will become extremely complex and meaningless for this problem. A
practical way to solve Eq. (17) is to seek for numerical roots when the values of other parameters are known except 𝛺. As 𝐊𝑠
and 𝐌𝑠 include only real numbers and are symmetrical and positive definite, 𝛺 can always be obtained as real and positive. Then,
the time-varying frequencies of the VBI system, i.e. 𝜔𝑏1, 𝜔𝑣, and 𝜔𝑝, can be obtained by 𝜔 =

√

𝛺 when the vehicle is on different
ositions of the bridge.
4
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2.2. Time-varying frequency identification using IMSST and ridge extraction

While the above model provides semi-analytical solutions, it is typically challenging to accurately capture the time-varying
requencies of the VBI system in practice due to the Heisenberg uncertainty principle of conventional time–frequency analysis
ethods such as STFT and wavelet transform. The TFRs generated by these methods are often too blurry to accurately extract

he time-varying features of signals. This paper explores the potential of the IMSST to identify frequency variations within the VBI
ystem. The non-stationary signal 𝑠(𝑡) of the two-axle vehicle within the VBI system can be represented by Eq. (18),

𝑠(𝑡) = 𝐴(𝑡)ei𝜙(𝑡) (18)

where 𝐴(𝑡) denotes the instantaneous amplitude, while 𝜙(𝑡) is the instantaneous phase. For non-stationary signals, the fast Fourier
transform (FFT) is unable to capture their time-varying characteristics effectively. To address this issue, the STFT was proposed,
which utilizes sequential windows and FFT. Let the window function be denoted as 𝑔(𝑡) and its complex conjugate as 𝑔∗(𝑡). Assuming
that the signal is weakly time-varying, according to the Auger et al. [39], we can get the STFT of the signal 𝑠(𝜏) using Eq. (19),

𝐺(𝑡, 𝜔) = ∫R
𝑔∗(𝜏 − 𝑡)𝑠(𝜏)e−i𝜔𝜏𝑑𝜏 = 𝐴(𝑡)ei𝜙(𝑡)𝑔̂

(

𝜔 − 𝜙′(𝑡)
)

(19)

where 𝑔̂(⋅) means the Fourier transform of the window function 𝑔(⋅). From Eq. (19), we can see that with the introduction of time 𝑡 and
window functions, the signal representation is now in a 2-dimensional TF plane. However, because the TF atoms are restricted by the
Heisenberg uncertainty principle, the STFT only offers a blurry description of the signal. The SST utilizes a frequency-reassignment
operator to collect spread TF coefficients, allowing for a more precise representation, which can be represented as

𝑇 𝑠[0](𝑡, 𝜂) = ∫R
𝐺(𝑡, 𝜔)𝛿(𝜂 − 𝜔̂(𝑡, 𝜔))𝑑𝜔 (20)

where 𝛿(⋅) represents the Dirac delta function, which is the same as in Eq. (1). The 2-dimensional estimation for the STFT results
is denoted by 𝜔̂(𝑡, 𝜔). While SST may not be quite proficient in handling strong frequency-modulated signals, the frequencies of
the vehicle and bridge are relatively stable and tend to change smoothly. Hence, SST can be a suitable candidate for identifying
their time-varying features. Moreover, by using SST once, the original blurry TFRs of STFT will be sharpened once. The updated
TFR can be better than the original one. Thus, it is instinctive to employ SST multiple times to further sharpen the obtained TFRs.
By employing SST iteratively for 𝐾 times, we can get the representation of MSST [40], as shown in Eq. (21), where 𝐾 means the
number of total iterations before getting the final TFR.

𝑇 𝑠[𝑘](𝑡, 𝜂) = ∫R
𝑇 𝑠[𝑘−1](𝑡, 𝜔)𝛿(𝜂 − 𝜔̂(𝑡, 𝜔))𝑑𝜔, 𝑘 = 1, 2, 3,… , 𝐾. (21)

Notwithstanding, it was found that employing SST several times requires much computational resources. The above equation
can be solved by the following two steps: (1) construct a new IF estimation 𝜔̂[𝐾](𝑡, 𝜔), and then (2) the SST is executed only once,
as shown in Eq. (22),

𝑇 𝑠[𝐾](𝑡, 𝜂) = ∫R
𝐺(𝑡, 𝜔)𝛿

(

𝜂 − 𝜔̂[𝐾](𝑡, 𝜔)
)

d𝜔 (22)

where 𝜔̂[𝐾](𝑡, 𝜔) represents that 𝜔̂(𝑡, 𝜔) is executed 𝐾 times, and for each time, the newly obtained 𝜔̂ is used as 𝜔 in the next time.
However, during the application of the MSST, it was observed that for certain signals, increasing the iterations of using SST can
still be influenced by the issue of non-reassigned points. This, in turn, can lead to blurry energy problems at certain points in the
TF domain. It was discovered that this problem arises due to the rounding operation in two consecutive iterations. In 2021, Yu
proposed a solution to address this blurry energy problem in the MSST [36]. The main modification is that before the next iteration
for obtaining 𝜔̂[𝑘+1](𝑡, 𝜔), in the 𝑘th iteration, the one-round process is replaced by Eq. (23), where R means the round process. The
above-proposed method was then named as IMSST.

𝜔̂[𝑘]
R (𝑡, 𝜔) = R

(

R
(

2𝜔̂[𝑘](𝑡, 𝜔)
)

∕2
)

(23)

In practice, when the vehicle passes the bridge, the dynamic information of the bridge can be transferred to the vehicle due
to their interaction, which makes the identification of bridge frequencies from vehicle responses possible. Likewise, during this
interaction, the vehicle’s dynamic characteristics will also be included in the bridge’s vibrations. Thus, no matter the vehicle or
bridge, their vibrations are multi-component signals, including the dynamic information of the VBI system. For the acceleration of
the vehicle or bridge, it can be written as

𝑠𝑣𝑏𝑖(𝑡) =
𝑁
∑

𝑗=1
𝑠𝑣𝑏𝑖,𝑗 (𝑡) =

𝑁
∑

𝑗=1
𝐴𝑗 (𝑡)e

i𝜙𝑗 (𝑡) (24)

where 𝑠𝑣𝑏𝑖,𝑗 (𝑡) is the 𝑗th component of the VBI system’s responses; 𝜙𝑗 (𝑡) means its instantaneous phase. The instantaneous frequency
value can be obtained by its first-order derivative 𝜙′

𝑗 (𝑡). Assuming that each component can be separated by a certain distance,
the STFT of the multi-component signal can be approximated by the summation of the first-order Taylor expansion of each
component [41], as shown in Eq. (25). Then, by substituting Eq. (25) into Eqs. (20)–(23), we can get TFRs of the multi-component
signal.

𝐺(𝜔, 𝑡) =
𝑁
∑

𝐺𝑗 (𝜔, 𝑡) ≈
𝑁
∑

𝐴𝑗 (𝑡)e
i𝜙𝑗 (𝑡)𝑔̂

(

𝜔 − 𝜙′
𝑗 (𝑡)

)

(25)
5
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Fig. 2. Numerical model of the two-axle vehicle and bridge.

After the IMSST is employed, the energy of TFR can be more concentrated, thus the time-varying frequency values can be easily
extracted. In this paper, a popular multi-ridge extraction algorithm is employed, which relies on minimizing Eq. (26) [42,43]. Here,
𝜑𝑗 (𝑡) is the estimation of 𝜙′

𝑗 (𝑡); 𝑁 is the number of modes that we have to determine before seeking for IF trajectories; 𝜆1 and 𝜆2
are regularization parameters that maximize the trade-off between smoothness of 𝜑𝑗 (𝑡) and the kept energy.

𝐸(𝜑) =
𝑁
∑

𝑗=1
−∫R

|

|

|

TFR
(

𝑡, 𝜑𝑗 (𝑡)
)

|

|

|

2
𝑑𝑡 + ∫R

𝜆1𝜑
′
𝑗 (𝑡)

2 + 𝜆2𝜑
′′
𝑗 (𝑡)

2𝑑𝑡 (26)

3. Numerical simulations

The previous section introduced semi-analytical solutions for the time-varying frequencies of the VBI system. Deriving (semi-
)analytical solutions for vehicle responses typically requires some assumptions, such as 𝑚𝑣 ≪ 𝑚𝐿 [10]. Also, including more
arameters in the derivation will make it quite complex or impossible to achieve, e.g., the consideration of bridge damping [12,22].
n the following sections, significant conditions such as the inclusion of vehicle damping, bridge damping, and road roughness will
e explored in the VBI process. These conditions will significantly increase the complexity of deriving analytical solutions for vehicle
esponses. Therefore, it is necessary to perform finite element (FE) modeling, which has simple concepts and is easy to conduct.
oreover, the results of FE modeling can be used to verify the previously derived semi-analytical solutions. For comparisons with the

erivation of semi-analytical solutions, the 2-dimensional (2D) FE modeling approach is adopted here. Compared to 3-dimensional
3D) modeling, 2D modeling is widely employed and reliable in achieving relatively good accuracy but requires fewer computational
esources [44]. The verification of semi-analytical solutions via these simulations is the initial step, followed by showcasing the
fficiency of IMSST in identifying time-varying frequencies of the system. Subsequently, based on the semi-analytical solutions, the
requency amplification ratios with different parameters of vehicles will be investigated. Afterward, an analysis of several influencing
actors in engineering will be provided.

.1. FE model of the VBI system

The FE model of the two-axle vehicle and bridge can be found in Fig. 2. According to the Ref. [37], the equilibrium equations
or the system are shown in Eq. (27),

𝐌𝑁
𝑠 [𝐳̈𝑏, 𝑧̈𝑣, 𝜃̈𝑣]𝑇 + 𝐂𝑁

𝑠 [𝐳̇𝑏, 𝑧̇𝑣, 𝜃̇𝑣]𝑇 +𝐊𝑁
𝑠
[

𝐳𝑏, 𝑧𝑣, 𝜃𝑣
]𝑇 = 𝐟𝑁𝑠 (27)

here 𝒛𝑏 represents the vibrations of the bridge, 𝑧𝑣 denotes the vertical displacement of the vehicle, and 𝜃𝑣 represents the rotation
of the vehicle. Suppose that the bridge has 𝑛 DOFs. Then, the mass and stiffness matrices of the VBI system can be represented by
𝐌𝑁

𝑠 and 𝐊𝑁
𝑠 including (𝑛 + 2) × (𝑛 + 2) entries. Here, 𝑁 in the top right corner represents numerical simulations. The equations for

the mass, damping, and stiffness matrices used in the simulations can be found in Eqs. (28)–(34) [37],

𝐌𝑁
𝑠 =

⎡

⎢

⎢

⎣

𝐌𝑏 0𝑛×1 0𝑛×1
01×𝑛 𝑚𝑣 0
01×𝑛 0 𝐽𝑣

⎤

⎥

⎥

⎦

(28)

𝐂𝑁
𝑠 =

⎡

⎢

⎢

⎣

𝐂𝑏 +
(

𝑐2𝐧𝑇2 𝐧2 + 𝑐1𝐧𝑇1 𝐧1
)

−
(

𝑐2𝐧𝑇2 + 𝑐1𝐧𝑇1
)

𝑐2𝑎2𝐧𝑇2 − 𝑐1𝑎1𝐧𝑇1
−𝑐2𝐧2 − 𝑐1𝐧1 𝑐1 + 𝑐2 𝑐1𝑎1 − 𝑐2𝑎2

𝑐2𝐧2𝑎2 − 𝑐1𝐧1𝑎1 𝑐1𝑎1 − 𝑐2𝑎2 𝑐1𝑎21 + 𝑐2𝑎22

⎤

⎥

⎥

⎦

(29)

𝐊𝑁
𝑠 =

⎡

⎢

⎢

𝐊𝑏 +Λ11 −
(

𝑘2𝐧𝑇2 + 𝑘1𝐧𝑇1
)

𝑘2𝑎2𝐧𝑇2 − 𝑘1𝑎1𝐧𝑇1
κ21 𝑘1 + 𝑘2 𝑘1𝑎1 − 𝑘2𝑎2

2 2

⎤

⎥

⎥

(30)
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Table 1
Vehicles with different parameters.

Vehicle No. 𝑘1 = 𝑘2 (kN) 𝑓 0
𝑣 (Hz) 𝑓 0

𝑝 (Hz) 𝑓 0
𝑣 ∕𝑓

0
𝑏1 𝑓 0

𝑝 ∕𝑓
0
𝑏1 Note

1 90 1.758 3.100 0.487 0.859 –
2 120 2.030 3.580 0.562 0.992 Near resonance
3 124 2.063 3.639 0.572 1.008 Near resonance
4 250 2.930 5.167 0.812 1.432 –
5 370 3.564 6.286 0.987 1.742 Near resonance
6 390 3.659 6.454 1.014 1.788 Near resonance
7 600 4.539 8.005 1.257 2.218 –
8 6.0 × 108 4539 8005 1257 2218 Moving mass
9 0.6 × 10−3 0.005 0.008 0.001 0.002 Moving load

Λ11 = 𝑘2𝐧𝑇2 𝐧2 + 𝑐2𝑣𝐧𝑇2 𝐧
′
2 + 𝑘1𝐧𝑇1 𝐧1 + 𝑐1𝑣𝐧𝑇1 𝐧

′
1 (31)

κ21 = −𝑘2𝐧2 − 𝑐2𝑣𝐧′2 − 𝑘1𝐧1 − 𝑐1𝑣𝐧′1 (32)

κ31 = 𝑎2𝑐2𝑣𝐧′2 + 𝑎2𝑘2𝐧2 − 𝑎1𝑘1𝐧1 − 𝑎1𝑐1𝑣𝐧′1 (33)

𝐟𝑁𝑠 = −
⎡

⎢

⎢

⎣

(

𝑚𝑣𝑔𝑎1∕𝑎 − 𝑘2𝑧𝑟2 − 𝑐2𝑣𝑧′𝑟2
)

𝐧𝑇2 +
(

𝑚𝑣𝑔𝑎2∕𝑎 − 𝑘1𝑧𝑟1 − 𝑐1𝑣𝑧′𝑟1
)

𝐧𝑇1
𝑘2𝑧𝑟2 + 𝑐2𝑣𝑧′𝑟2 + 𝑘1𝑧𝑟1 + 𝑐1𝑣𝑧′𝑟1

−𝑎2𝑐2𝑣𝑧′𝑟2 − 𝑎2𝑘2𝑧𝑟2 + 𝑎1𝑘1𝑧𝑟1 + 𝑎1𝑐1𝑣𝑧′𝑟1

⎤

⎥

⎥

⎦

(34)

where 𝐌𝑏, 𝐂𝑏, and 𝐊𝑏 are the mass, damping, and stiffness matrices of the bridge. 𝐧𝑖 is the force distribution vector that can be
represented by 𝐧𝑖 = [0,… ,𝐡𝑖,… , 0], 𝑖 = 1, 2. Here, 𝐡𝑖 denotes the Hermitian interpolation function that calculates the coefficients for
force distribution when the vehicle’s axle is not located on the nodes of the bridge [14]. The variable 𝑧𝑟𝑖 represents the road roughness
under the 𝑖th contact point between the vehicle and bridge. All other parameters have the same definitions as the semi-analytical
solution discussed in Section 2.1.

3.2. Verification of semi-analytical solutions and IMSST

The parameters of the VBI system used in this section are taken from the Ref. [45], and we consider nine vehicles with
varying suspension stiffness. Here, the commonly used assumption that front and rear suspensions share the same stiffness values
is adopted [12,37,45]. Then, the frequencies of the vehicle can be easily adjusted by changing the value 𝑘1 = 𝑘2. It is worth noting
that findings in this work are not limited to such assumption, but it is merely for the simplification of modifying the vehicle’s
frequencies. For vehicles 2, 3, 5, and 6, one of the vehicles’ frequencies is close to the fundamental frequency of the bridge. On
the other hand, vehicles 1, 4, and 7 represent common cases where there is no resonance with the bridge. To simulate a moving
mass or load, the suspension stiffness for vehicles 8 and 9 is significantly increased or decreased, respectively [33]. In the following
analysis, the frequency (𝑓 ) expressed in Hz is utilized instead of the circular frequency (𝜔) in rad/s. Here, 𝑓 0

𝑏1 = 𝜔𝑏1,0∕2𝜋, and
𝑓 0
𝑣,𝑝 = 𝜔𝑣0,𝑝0∕2𝜋. The shared parameters for all vehicles are as follows: 𝑚𝑣 = 1000 kg, 𝐽𝑣 = 700 kg ⋅ m2, 𝑎1 = 0.5 m, 𝑎2 = 1.5 m.

The utilized parameters for vehicle suspensions are listed in Table 1. The stiffness values 𝑘1 and 𝑘2 are primarily utilized to adjust
the vertical and pitching frequencies of the two-axle vehicle to make them smaller than, slightly smaller than, slightly greater than,
and greater than the bridge’s frequency. There are in total 7 scenarios as shown in Table 1 (Vehicles 1–7). In engineering, any
of these 7 scenarios can occur due to the difference between vehicle frequencies and bridge frequencies. Specifically, for vehicle
1, its vertical and pitching frequencies are both lower than the bridge’s fundamental frequency 𝑓 0

𝑏1. In contrast, vehicles 2 and 3
have pitching frequencies nearly resonant with the bridge, although their vertical frequencies are significantly below 𝑓 0

𝑏1. Vehicle
4’s pitching frequency exceeds 𝑓 0

𝑏1, while its vertical frequency remains below the bridge’s fundamental frequency. Vehicle 5 has a
slightly lower vertical frequency while vehicle 6 has a slightly higher vertical frequency than 𝑓 0

𝑏1, which could also potentially lead
to resonance. Vehicle 7 represents the scenario when both its vertical and pitching frequencies have greatly exceeded the bridge’s
fundamental frequency. Lastly, vehicles 8 and 9 simulate the cases of moving mass and moving load, characterized by extremely
high and low vehicle stiffness, respectively.

To track the time-varying frequencies of the VBI system using IMSST, the vehicle’s responses are collected by two unidirectional
accelerometers (shown in Fig. 2) attached to the vehicle, and the vehicle’s vertical and angular accelerations (𝑧̈𝑣, 𝜃̈𝑣) can be calculated
by Eq. (35). The vehicle’s speed is set to 2 m/s.

𝑧̈𝑣 = (𝑧̈𝑣1𝑎2 + 𝑧̈𝑣2𝑎1)∕𝑎, 𝜃̈𝑣 = (𝑧̈𝑣1 − 𝑧̈𝑣2)∕𝑎 (35)

The bridge is divided into 50 elements, with the following parameters: 𝐿 = 25 m, 𝐸 = 27.5 GPa, 𝐼 = 0.15 m4, and
𝑚 = 2000 kg/m. With these parameters, the original frequencies of the bridge without interaction with vehicles can be calculated
s 𝑓 0

𝑏1 = 3.609 Hz, 𝑓 0
𝑏2 = 14.438 Hz, 𝑓 0

𝑏3 = 32.485 Hz. Damping effects and road roughness are temporarily ignored for theoretical
alidations in this section.
7
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Fig. 3. Frequency variation of the VBI system with different vehicles.

The frequencies of the VBI system in numerical simulations have been plotted in Fig. 3, along with the frequencies obtained from
emi-analytical solutions derived in Section 2.1. It is evident that the semi-analytical solutions closely align with the numerical results
or all vehicles. Hence, the theory developed for determining the varying frequencies of the VBI system can be deemed reliable.

Additionally, Fig. 3 illustrates that when both frequencies of the vehicle are smaller than 𝑓 0
𝑏1 (vehicle 1), both vehicle frequencies

ecrease as they traverse the bridge, while the bridge’s frequency increases during this passage. When the vertical and pitching
requencies of the vehicle are on opposite sides of the bridge’s fundamental frequency (vehicle 4), it can be observed that the
itching frequency of the vehicle increases while the vertical frequency decreases when on the bridge. Simultaneously, the bridge’s
undamental frequency also experiences an increase. Conversely, when the frequencies of the vehicle surpass the first mode of the
ridge (vehicle 7), the bridge’s fundamental frequency decreases during the passage, while the vehicle frequencies increase.

Furthermore, it is clear that the frequency variation amplitudes of vehicles 1, 4, and 7 are relatively low during their passages.
owever, when a possible resonance occurs between the vehicle and bridge, frequency variations become more pronounced, as
bserved with vehicles 2, 3, 5, and 6. In addition, it can be observed that when the frequencies of the vehicles are slightly lower
han 𝑓 0

𝑏1 (vehicles 2 and 5), the bridge’s fundamental frequency increases during the passage, while the frequency of the vehicles,
hich is close 𝑓 0

𝑏1, decrease significantly. Conversely, when the frequencies of the vehicles are slightly higher than 𝑓 0
𝑏1 (vehicles

and 6), the bridge’s fundamental frequency experiences a substantial decrease, and the vehicle’s frequency near 𝑓 0
𝑏1 increases

harply.
For vehicles 8 and 9 (representing the moving mass and force), their frequencies are meaningless and therefore are not plotted

n Fig. 3. It is evident that when the vehicle mass passes the bridge, the bridge’s fundamental frequency decreases significantly,
ligning with the findings in Ref. [33]. However, when the vehicle is regarded as a moving force, the fundamental frequency of the
ridge remains unchanged and equals 𝑓 0

𝑏1 during the passage.
In engineering applications, TFA tools need to be used to track the variation of frequencies of a signal. In this study, the IMSST

ethod is utilized to capture the system’s time-varying frequencies. Vehicle 7 is employed to verify the effectiveness of IMSST.
8

ig. 4 presents the results of frequency extraction using the vehicle’s vertical accelerations, with a window length of 5200. From
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Fig. 4. Verification of frequency extraction using IMSST and the vehicle’s vertical accelerations.

Fig. 5. Verification of frequency extraction using IMSST and the vehicle’s rotational accelerations.

Fig. 6. VBI system’s frequency amplification with respect to vehicle–bridge frequency ratio.

Fig. 4b, it can be observed that the IMSST method successfully identifies the vehicle’s vertical and pitching frequencies, as well as
the bridge’s first two frequencies, along with their variations during the interaction. From Fig. 4c, one can see that the variation of
the VBI system has been roughly captured after the ridge extraction technique is employed. The identified frequency changes can
track the theoretical values well.

Similarly, Fig. 5 illustrates the results of time-varying frequency extraction using the vehicle’s rotational accelerations. Fig. 5b
clearly shows that the variation of the vehicle’s pitching frequency can be better identified compared to the frequency change tracks
in Fig. 4b. Additionally, Fig. 5c demonstrates that the variations of the VBI system’s frequencies can also be identified. Therefore,
by examining Figs. 4 and 5, it is evident that the proposed IMSST-based frequency variation identification method can successfully
identify the VBI system’s time-varying frequencies using either the vehicle’s vertical or pitching accelerations.

3.3. Frequency amplification ratio analysis

Upon analysis in the aforementioned paragraphs, it becomes apparent that the frequencies of the VBI system can vary, either
increasing or decreasing, depending on the characteristics of the vehicle. To further explore this variation, we examined the
frequency variation amplification ratio of the system with respect to the vehicle–bridge frequency ratio (𝑓 0

𝑣 ∕𝑓
0
𝑏1) and mass ratio

(𝑚 ∕𝑚𝐿), as illustrated in Figs. 6 and 7. The subsequent analysis is based on the parameters of vehicle 7 in Table 1.
9
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Fig. 7. VBI system’s frequency amplification with respect to vehicle–bridge mass ratio.

When analyzing the frequency ratio, the mass ratio between the vehicle and bridge is kept fixed at 1000∕2000∕25 = 0.02. The
frequency ratio 𝑓 0

𝑣 ∕𝑓
0
𝑏1 is then varied from 0.05 to 2, with an interval of 0.05. The results of this analysis are presented in Fig. 6.

Firstly, for the vertical frequency of the vehicle, 𝑓𝑣, the analysis of Fig. 6a reveals that the largest variation in the amplification
ratio 𝑓𝑣∕𝑓 0

𝑣 occurs when resonance occurs, that is, when 𝑓 0
𝑣 is nearly equal to 𝑓 0

𝑏1. Specifically, when the frequency ratio is slightly
greater than 1.0, the vehicle’s vertical frequency increases as it passes through the bridge, reaching its maximum at the midpoint
of the bridge. Conversely, when the frequency ratio is slightly smaller than 1.0, 𝑓𝑣 sharply decreases as the vehicle passes through
the bridge, with the minimum amplification reached at the midpoint of the bridge.

Furthermore, for the pitching frequency of the vehicle, 𝑓𝑝, similar effects can be observed as shown in Fig. 6b. However, the
maximum amplification ratio occurs when the frequency ratio (𝑓 0

𝑣 ∕𝑓
0
𝑏1) is approximately 0.6. Upon further observation by the

authors, it is determined that this is the moment when resonance occurs between the first frequency of the bridge (𝑓 0
𝑏1) and the

pitching frequency of the vehicle (𝑓 0
𝑝 ). This implies that the vehicle’s pitching frequency is also influenced by the fundamental

frequency of the bridge. Furthermore, it can be noted that the maximum amplification value of 𝑓𝑝 (1.03) is slightly smaller than
that of 𝑓𝑣 (1.05).

Thirdly, Fig. 6c illustrates amplification ratios of the bridge’s fundamental frequency, 𝑓𝑏1. We can see that there are two peaks on
the 𝑌 -axis (frequency ratio). These peaks occur when the resonance between the bridge’s fundamental frequency and the vehicle’s
vertical or pitching frequencies takes place. Additionally, it can be observed that the amplification ratio is greater when the resonance
occurs between 𝑓 0

𝑣 and 𝑓 0
𝑏1 compared to when it occurs between 𝑓 0

𝑝 and 𝑓 0
𝑏1. Unlike the vehicle’s frequencies, when the frequency

ratio is slightly smaller than 1.0, 𝑓𝑏1 decreases, whereas it increases when the frequency ratio is slightly greater than 1.0. A similar
phenomenon can be observed when the vehicle’s pitching frequency is close to the bridge’s fundamental frequency. Therefore, it is
apparent that in analyzing the interaction between the vehicle and bridge, it is necessary to consider not only the vehicle’s vertical
frequency but also additional vehicular frequencies, such as the pitching frequency.

The mass ratio between the vehicle and the bridge, denoted as 𝑚𝑣∕𝑚𝐿, is another significant factor to consider. To investigate
the impact of this ratio on the time-varying characteristics of the VBI system’s frequencies, we keep the ratio between the vehicle’s
vertical frequency (𝑓 0

𝑣 ) and the bridge’s fundamental frequency (𝑓 0
𝑏1) constant at 1.257. The mass ratio is varied from 0.01 to 0.5,

with increments of 0.01. The resulting time-varying frequencies of the VBI system are shown in Fig. 7.
From Fig. 7a, it can be observed that the vertical frequency 𝑓𝑣 of the two-axle vehicle increases when it passes over the bridge.

This increase is more pronounced with larger vehicle masses. When the mass ratio is 0.5, the frequency amplification ratio of the
vehicle can exceed 1.5. The pitching frequency 𝑓𝑝 of the vehicle, as shown in Fig. 7b, also increases when the vehicle crosses the
bridge. However, the frequency amplification pattern of 𝑓𝑝 is different from that of 𝑓𝑣. For lower mass ratios (e.g., 0.01–0.05), the
frequency amplification ratio during the vehicle’s passage varies more significantly and can exceed 1.007. As the mass ratio increases,
the frequency amplification ratio becomes more stable and does not vary greatly. The variation of the bridge’s fundamental frequency
𝑓𝑏1 with different mass ratios is shown in Fig. 7c. It can be observed that 𝑓𝑏1 decreases as the vehicle passes the bridge. This decrease
becomes more significant with higher mass ratios. When the mass ratio is 0.5, the frequency amplification ratio can be lower than
0.65. Based on the above observations, we can draw the following conclusions: (1) The greatest variation in frequency occurs when
the vehicle passes the midpoint of the bridge. (2) 𝑓𝑣 and 𝑓𝑏1 can be significantly affected by high vehicle–bridge mass ratios, while
𝑓𝑝 is easily influenced by low vehicle–bridge mass ratios. Therefore, when analyzing VBI systems using passing vehicles as excitation
sources, it is advisable to ensure that the mass of the vehicle is relatively small compared to that of the bridge. Based on the analysis,
a mass ratio of 0.05 is recommended to minimize any significant impact on the frequencies of the VBI system. However, in practical
applications, the focus is usually on the frequencies of the bridge. To maintain these frequencies relatively constant, it is necessary
to keep the vehicle–bridge mass ratio as low as possible.

In practical engineering, the variations in the bridge’s frequency are typically of interest to researchers. To investigate the
influence of vehicle–bridge frequency and mass ratios on the fundamental frequency of the bridge, Fig. 8 is presented. This figure
represents the maximum frequency amplification ratios of 𝑓𝑏1, specifically when the vehicle’s center of gravity is passing the midpoint
of the bridge. Two different 𝑋-axes are used to represent the amplification effects. Fig. 8a demonstrates that as the ratio 𝑓 0

𝑣 ∕𝑓
0
𝑏1

increases, frequency amplification peaks and valleys begin to emerge when it approaches 0.4. Comparing this with Fig. 8b, we can
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Fig. 8. Maximum frequency amplification of 𝑓𝑏1 with respect to vehicle–bridge frequency and mass ratios.

Fig. 9. Frequency identification of the VBI system with a higher vehicle speed of 4 m/s.

observe that even though 𝑓 0
𝑣 ∕𝑓

0
𝑏1 is less than 1.0, 𝑓 0

𝑝 ∕𝑓
0
𝑏1 is already approaching 1.0, resulting in low-peak frequency amplifications.

Furthermore, we can see that these low peaks and valleys are minimally affected by the mass ratios. As 𝑓 0
𝑣 ∕𝑓

0
𝑏1 increases in Fig. 8a, it

becomes evident that when it is around 1.0, the highest peak and valley appear. Currently, We can see that the ratio 𝑓 0
𝑝 ∕𝑓

0
𝑏1 gradually

increases from 1.5 to 2.5. Additionally, the mass ratio significantly influences the frequency amplification, and lower vehicle–bridge
mass ratios have relatively limited effects. Therefore, based on the above analysis, it can be deduced that the resonance between
the vehicle with a vertical frequency near 𝑓𝑏1 has a greater impact on the bridge’s fundamental frequency. However, the effects of
the vehicle’s pitching frequency can also cause non-negligible frequency variation amplification of 𝑓𝑏1, even if the mass ratio does
not have a significant influence on the amplification.

3.4. Parametric analysis of the VBI system

The previous sections have discussed and analyzed the variations in frequencies of the VBI system as the vehicle passes through.
However, there are several influential factors in engineering that can make it difficult to extract these time-varying frequencies.
This section will discuss some common factors that can affect the extraction process, such as vehicle speed, vehicle damping, bridge
damping, stiffness of the bridge and vehicle, environmental noise, and road roughness. To estimate the IFs of the system, the IMSST
method is used. Unless otherwise stated, the parameters used for the VBI system are the same as those in Section 3.2.

3.4.1. Effect of vehicle speed
The speed of the vehicle is a crucial factor that affects the identification of the VBI system’s IF. It primarily impacts the duration of

the vehicle’s passage, resulting in a lower frequency resolution in the frequency domain. Additionally, a lower vehicle speed causes
weaker vibrations in the bridge. Conversely, higher speeds can lead to stronger vibrations induced by the vehicle, facilitating the
transmission of bridge information to the passing vehicle. Hence, selecting an appropriate vehicle speed is important for extracting
the VBI system’s IFs. In this section, a higher speed of 4 m/s is considered, and Fig. 9 presents the frequency spectrum, TFRs using
IMSST, and IF extraction results using the vehicle’s vertical accelerations 𝑧̈𝑣(𝑡).

As shown in Fig. 9a, directly applying the FFT to the entire signal of the passing vehicle leads to invariant frequency values
of the VBI system. To capture the time-varying features of the system, the IMSST is employed and the results of IF extraction are
shown in Figs. 9b and c. Compared with Fig. 4c, we can see that the ability to capture frequency variation with respect to vehicle
locations decreases. Specifically, for 𝑓𝑏1, the extracted IF becomes constant. For 𝑓𝑣 and 𝑓𝑝, the extracted IFs do not closely align with
the results of the semi-analytical approach. The primary reason behind this is that the increased speed results in a limited duration
of the vehicle’s acceleration, leading to shorter signals available for TFA. Consequently, maintaining the window length of IMSST
makes it more challenging to capture frequency variation to vehicle locations. Similar findings have been reported in Refs. [22],
11
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Fig. 10. Frequency identification of the VBI system with vehicle damping of 𝑐1 = 𝑐2 = 1 kN⋅s/m.

where the vehicle’s speed reaches 4 m/s, 15 m/s, or 20 m/s, resulting in less accessible variation of the VBI system’s frequencies.
Therefore, in practical engineering, when focusing on time-varying frequencies, it is recommended to keep the vehicle’s speed low
to obtain accurate TFRs of the VBI system.

3.4.2. Effect of vehicle damping
In the semi-analytical solutions, the damping of the vehicle is not taken into account. However, it is important to consider

the damping of the vehicle as it may affect the transmission of the bridge’s dynamic information to the moving two-axle vehicle.
In engineering applications, the damping effects of suspension systems are typically present and cannot be eliminated through
the design and manufacturing of test vehicles. In this section, the damping values for the vehicle’s suspensions are set as 𝑐1 =
𝑐2 =1 kN⋅s/m. The other parameters remain the same as in Section 3.2. The frequency spectrum, TFRs obtained through IMSST,
and the extracted IFs are shown in Fig. 10.

From the results obtained using FFT, as shown in Fig. 10a, we can observe that the frequency 𝑓𝑣 is completely imperceptible.
Additionally, the peak of the vehicle’s pitching frequency 𝑓𝑝 is significantly lower compared to the bridge’s frequencies, namely 𝑓𝑏1
and 𝑓𝑏2. Fig. 10 suggests that 𝑓𝑝 may be identifiable. However, when the TFRs of the vehicle’s vertical accelerations are plotted, we
notice that 𝑓𝑣 and 𝑓𝑝 only appear when the vehicle initially enters the bridge, and these traces quickly disappear due to the damping
effects of the vehicle’s suspension. The energy of the vehicle’s pitching frequency only exists when the vehicle enters the bridge,
and such a phenomenon is difficult to recognize by using merely FFT. Fig. 10c clearly demonstrates that the IFs of the bridge’s
time-varying fundamental frequency 𝑓𝑏1 remain unaffected and can be accurately tracked during the vehicle’s passage, while the
second frequency is also observable. In the field of engineering, researchers typically focus on the bridge’s frequencies, but in the
frequency spectrum or TFRs, the vehicle’s frequencies can always contaminate the extraction of bridge frequencies. Therefore, it is
evident that utilizing vehicle suspension damping enables a clearer identification of bridge frequencies.

3.4.3. Effect of bridge damping
In this section, we utilize the Rayleigh damping assumption to model the bridge damping. The calculation of 𝐂𝑏 can be performed

using Eq. (36),

𝐂𝑏 = 𝛼𝐌𝑏 + 𝛽𝐊𝑏 (36)

where 𝐌𝑏, 𝐂𝑏, and 𝐊𝑏 are mass, damping, and stiffness matrices of the bridge, as introduced in Section 3.1. Normally, one could
assume the same damping ratios for the bridge’s first two modes, namely 𝜉1 = 𝜉2 = 𝜉. Then 𝛼 and 𝛽 could be calculated by Eq. (37),

[𝛼, 𝛽]𝑇 = 2𝜉∕(𝑤𝑏1,0 +𝑤𝑏2,0)[𝑤𝑏1,0 ⋅𝑤𝑏2,0, 1]𝑇 (37)

where 𝑤𝑏1,0 and 𝑤𝑏2,0 are the first two frequencies of the bridge without the vehicle on. In this section, we employ 𝜉1 = 𝜉2 = 0.02,
which is commonly used in existing studies [13,46]. The identification results of the time-varying frequencies of the VBI system
are presented in Fig. 11. Fig. 11a shows the frequency spectrum obtained from the vehicle’s entire accelerations during its passage.
Despite the absence of time-varying characteristics, the frequencies of the vehicle and the bridge’s fundamental frequency can still
be observed. However, the bridge’s second frequency 𝑓𝑏2 has noticeably decayed. Fig. 11b displays the TFRs of the vehicle’s vertical
accelerations. In the beginning, when the vehicle enters the bridge, 𝑓𝑏1 and its variations are clearly identifiable. However, after
the vehicle has traveled approximately 15 m, the trace for 𝑓𝑏1 becomes fuzzy and cannot be accurately identified. This indicates
that the bridge’s damping has taken effect, weakening the vibrations transferred from the bridge to the vehicle. Nevertheless, the
vehicle’s dynamic information remains strong and identifiable. Fig. 11c shows the extracted IFs using ridge extraction. It can be
observed that towards the end of the 𝑓𝑏1 identification, the results become inaccurate and messy, failing to capture the variation
of 𝑓𝑏1. Therefore, it is evident that the bridge’s damping weakens the vibrations of the bridge, resulting in reduced information
transmission to the vehicle and negatively impacting the identification of the bridge’s IFs from the vehicle’s responses.
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Fig. 11. Frequency identification of the VBI system with bridge damping of 𝜉1 = 𝜉2 = 0.02.

Fig. 12. Frequency identification of the VBI system using vehicle accelerations with changed stiffness of the bridge and vehicle.

3.4.4. Effect of stiffness of the bridge and vehicle
The stiffness of both the bridge and the vehicle is crucial in determining the frequencies of the VBI system and thus warrants

further investigation when the IMSST is used to identify time-varying frequencies. In this section, we will discuss two scenarios:
changes in the bridge’s global flexural stiffness (𝐸𝐼) and changes in the vehicle’s suspension stiffness (𝑘1 and 𝑘2).

Due to deterioration and lack of maintenance, the bridge’s global flexural stiffness can decrease [17]. In this study, a 5% loss in
the bridge’s global flexural stiffness is considered, represented as 𝐸′𝐼 ′ = 0.95𝐸𝐼 [47], while its mass remains unchanged. Under this
condition, the bridge’s original frequency decreases to 𝑓 0′

𝑏1 = 3.518 Hz. The indirect frequency identification results using FFT and
extracted IFs from TFRs generated by IMSST are shown in Figs. 12a and c. We can see that the decrease in the bridge’s fundamental
frequency can also be detected by FFT when compared to the previous identification results (see Figs. 9a, 10a, and 11a). Furthermore,
from Fig. 12c, it can be observed that despite the decrease in bridge stiffness, the time-varying frequencies of the VBI system can
still be accurately captured by ridge extraction using TFRs of IMSST.

Over the years, the vehicle’s suspension system could experience corrosion that leads to stiffness loss. In this scenario, a 9%
stiffness loss (𝑘′1 = 𝑘′2 = 0.91𝑘1 = 0.91𝑘2) was considered, as estimated over a 15 year period according to Ref. [48]. Similar
results can be observed when using FFT and the presented method, as shown in Figs. 12b and d. Due to the decrease in suspension
stiffness, the vehicle’s original frequencies change to 𝑓 0′

𝑣 = 4.330 Hz and 𝑓 0′
𝑝 = 7.636 Hz. However, due to the interaction between

the vehicle and the bridge, the identified frequencies are 𝑓 ′
𝑣 = 4.444 Hz and 𝑓 ′

𝑝 = 7.629 Hz, highlighting the limitations of FFT
in identifying the time-varying characteristics of the VBI system. When IMSST and ridge extraction are utilized, Fig. 12d confirms
that the presented method remains effective even with decreased vehicle suspension stiffness. Thus, while changes in bridge and
vehicle stiffness do affect the system’s frequencies, they do not significantly impact the time-varying frequency identification using
the presented method.
13



Mechanical Systems and Signal Processing 220 (2024) 111677Z. Li et al.
Fig. 13. Frequency identification of the VBI system using vehicle accelerations with different levels of noises.

3.4.5. Effect of environmental noises
In real-world engineering applications, it is inevitable to collect environmental noises when accelerometers are used to record

vibration data from vehicles. In this section, Gaussian white noises are introduced to the recorded accelerations of the vehicle, as
represented by Eq. (38) [14].

𝑧̈𝑝𝑣 = 𝑧̈𝑣 + 𝐸𝑝𝑁𝑠𝜎𝑧̈𝑣 (38)

where the contaminated vertical accelerations of the vehicle are denoted as 𝑧̈𝑝𝑣, while the vehicle’s raw vertical vibration data without
any noise is represented by 𝑧̈𝑣. 𝐸𝑝 denotes the level of additional noise; 𝑁𝑠 represents the standard normal distribution. 𝜎𝑧̈𝑣 is the
standard deviation of the vehicle’s vertical accelerations. Other parameters of the vehicle and bridge are the same as described in
Section 3.2. The vehicle’s frequency spectrum, TFRs, and IFs have been plotted in Fig. 13. In this study, three different levels of
environmental noise — 5%, 10%, and 20% — are selected to simulate various real-world engineering conditions. It should be noted
that the 20% level is relatively high and has been employed in existing studies on the drive-by method [49].

As shown in Fig. 13a, when 20% noise is considered, the initial observation is that the time-domain signals of the vehicle
appear more disordered due to the inclusion of noise in the collected accelerations. After transforming the vehicle’s accelerations
with different noise levels into the frequency domain, as shown in Fig. 13b, certain noisy peaks start to emerge in the frequency
spectrum. With the increase in noise levels, these noisy peaks become more prominent, especially in the high-frequency ranges
(e.g., 10–20 Hz). However, despite the increased complexity in the frequency spectrum, the frequencies associated with the VBI
system can still be easily identified. Further analysis of the vehicle’s TFRs using IMSST with 20% noise is shown in Fig. 13c. It is
evident that the time-varying characteristics of both the vehicle and the bridge can still be effectively captured. The extracted IFs
with different noise levels are plotted in Fig. 13d. It can be observed that the extraction of VBI frequencies in a low-frequency range is
nearly unaffected, with only minor inconsistencies noticed (e.g., 𝑓𝑏1 around 20 m). However, as the frequency range increases, such
as in the identification of 𝑓𝑣, high noise levels tend to cause more significant inaccuracies in time-varying frequency identification
(see around 2.4 m and 20 m). Similar effects are seen for the identification of 𝑓 when the vehicle enters the bridge (see around
14
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Fig. 14. Frequency identification of the VBI system with road roughness of different classes.

1.2 m). Therefore, from the above analysis, it is clear that environmental noise levels do not greatly affect the identification of
time-varying frequencies of the VBI system but have a more significant influence in the high-frequency range, especially when the
noise level is high.

3.4.6. Effect of road roughness
Road roughness plays a significant role in accurately identifying the time-varying IFs of the VBI system, as it can overshadow

the information from the bridge. In the drive-by method, road roughness is typically simulated using the power spectral density
(PSD) function in ISO 8608 [50]. In this study, road roughness of Classes A, B, and C is investigated. In engineering scenarios, the
contact between the vehicle and the bridge is typically an area rather than a single point [14]. To address this, a moving average
filter with a window length of 30 is employed to smooth out the original point-wise road roughness, resulting in the road roughness
profiles shown in Fig. 14a.
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Fig. 15. Overview of laboratory experiments.

The frequency spectra of the vehicle’s vertical accelerations under different road roughness conditions are shown in Fig. 14b. It
is evident that road roughness stimulates the vehicle’s frequencies to higher amplitudes in the spectrum. When the road roughness
is very good (Class A), the fundamental frequency of the bridge is observable in the vehicle’s accelerations. However, as the road
roughness worsens (Classes B and C), the amplitudes of the vehicle’s frequency-domain response increase significantly, making the
bridge’s frequency unidentifiable in the spectra while the vehicle’s frequencies become more pronounced.

In the TFRs shown in Figs. 14c–e for different classes of road roughness, compared to Fig. 4b, frequencies 𝑓𝑣 and 𝑓𝑝 become
more prominent, whereas 𝑓𝑏1 weakens and 𝑓𝑏2 cannot be observed. Fig. 14f shows the IF identification results using IMSST and ridge
extraction. It is clear that when the road roughness is very good (Class A), the bridge’s time-varying frequency can be extracted
but with lower accuracy compared to that in Fig. 4c. For poorer road roughness, the ability to capture the bridge’s IF decreases,
especially when the vehicle enters and leaves the bridge. This is because at the moment the vehicle starts to enter the bridge,
the vehicle’s response contains little information about the bridge, being mostly excited by road roughness rather than bridge
vibrations. Moreover, because the accelerations are collected from the vehicle itself, the identification of time-varying 𝑓𝑣 and 𝑓𝑝 is
not affected. Based on these findings, it can be concluded that road roughness amplifies the frequency amplitudes of the vehicle,
thereby diminishing the bridge’s information in the spectrum of vehicle accelerations.

4. Laboratory experiments

To validate the proposed approach for identifying the time-varying frequencies of the VBI system using the drive-by method and
IMSST, a series of laboratory experiments were conducted at the structural laboratory of Aalto University. These experiments first
involved the use of a simply supported U-shaped steel beam (USB) and a scaled truck. Additionally, a rectangular wooden beam
(RWB) was employed to explore the effectiveness of the method on bridges of different masses. An overview of the experimental
setup is shown in Fig. 15. Further details regarding the experimental procedures will be provided in the subsequent sections.

4.1. Scaled truck model

In the laboratory experiments, we used a meticulously scaled two-axle truck (Tamiya Mercedes-Benz 1850L) to simulate real
vehicles in engineering, as shown in Fig. 16a. The model was manufactured by Tamiya with a scale ratio of 1:14. In the experiments,
three masses were sequentially added to the truck, resulting in truck masses of 5.357, 7.361, and 9.366 kg. The trucks with these
masses are labeled as T1, T2, and T3, respectively, and T1 is shown in Fig. 16b. To collect the accelerations of the truck during
its passage on the bridge, three accelerometers typed 352C03 from the PCB company were installed on its body, rear axle, and
front axle, as shown in Figs. 16b and c. As described in Section 3.2, as both the vertical and rotational accelerations are capable
of capturing the time-varying frequencies of the VBI system, only the vertical accelerations of the vehicle body (as referred to
Fig. 16b) were recorded. From the bottom view of the truck, it can be observed that the truck has a suspension system, connecting
shaft, engine, etc. The truck is operated using a remote control, as shown in Fig. 16a. It is important to note that due to manual
control, the vehicle does not move in a strictly straight line during the experiment. Additionally, the speed of the vehicle varies
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Fig. 16. Scaled truck model.

Fig. 17. Body responses of the T1 vehicle passing on laboratory ground.

slightly throughout its passage. The accelerations are then collected using input modules of NI-9234, a chassis of cDAQ-9188, and
a laptop equipped with LabVIEW, as shown in Fig. 15. The sampling frequency of the accelerometers in the experiments is set at
1 kHz.

To obtain the frequencies of the vehicle, T1 is driven on the laboratory ground shown in Fig. 15. The body acceleration of the
vehicle is shown in Fig. 17a. Then, the data-driven Stochastic Subspace Identification (SSI) method is employed for the vehicle’s
frequency identification. The stability criteria are set as 1% for eigenfrequencies, 5% for damping ratios, and 98% for the modal
assurance criterion (MAC). The maximum system order is set to 50, and the number of block rows in the block Hankel matrix is
80. The stabilization diagram is shown in Fig. 17b, and the T1 vehicle’s frequencies, 𝑓 0

𝑣1 and 𝑓 0
𝑣2, are estimated to be 19.708 Hz

and 43.528 Hz, respectively. To investigate the time-varying characteristics of the VBI system, the passing speed of the vehicle is
intentionally kept slow, with an average value of 0.11 m/s.

4.2. Beam models

The experiment utilized two beams, namely the USB and RWB, as shown in Fig. 15. The USB has a total length of 6.0 m, with
0.15 m reserved for each support, resulting in a span length of 5.7 m. The beam’s cross-sectional area is 5660 mm2 and its mass is
248.64 kg. Therefore, the vehicle–bridge mass ratio between T1 and the USB is 2.155%. To maintain a constant speed as the vehicle
passes the USB, acceleration and deceleration ramps are employed at both ends. On the other hand, the RWB has a length of 4.0 m
and a span length of 3.71 m. Its cross-sectional width and height are 0.295 m and 0.045 m, respectively. It has a mass of 25.2 kg,
resulting in a vehicle–bridge mass ratio of 21.257% between T1 and the RWB.

To obtain the original frequency of the bridges, namely 𝑓 0
𝑏𝑖,𝑆 or 𝑓 0

𝑏𝑖,𝑊 , impulse excitations generated by a modal hammer are
utilized when there are no vehicles on the bridge. In addition, two accelerometers are installed at the 1/3-span positions of the two
beams to measure their vibrations. The accelerometers on bridges serve two purposes: first, to determine the original frequencies
of the bridges without the presence of trucks using impulse excitations; second, to record the accelerations of the beams during the
passage of a truck and compare the time-varying frequency identification results from the beam vibrations to that obtained from
vehicle responses. When the impulse excitations are applied, the time-domain accelerations and frequency spectra of the beams are
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Fig. 18. Bridge responses under impulse excitations.

shown in Fig. 18. Based on Figs. 18b and d, it can be observed that the first three original frequencies of the USB, denoted as 𝑓 0
𝑏1,𝑆 to

𝑓 0
𝑏3,𝑆 , are 7.499, 28.997, and 49.095 Hz, respectively, without considering the VBI effects. Here, the subscript 𝑆 indicates that these

frequencies belong to the steel beam. As for the RWB, its first two original frequencies, 𝑓 0
𝑏1,𝑊 and 𝑓 0

𝑏2,𝑊 , are 7.899 and 31.397 Hz,
respectively, without any passing vehicles, where the symbol 𝑊 denotes wood. To validate the findings discussed in Section 3.3
regarding the vehicle–mass ratio, we deliberately maintained a narrow difference between the first two frequencies of the USB and
RWB, resulting in a closely matched vehicle–bridge frequency ratio.

In this experiment, a relatively smooth road roughness is used compared to that of a real bridge. The vehicle excitations primarily
come from the patterns of its rubber tires, which could be a potential method to simulate the effects of good road roughness in
laboratory experiments [16]. It means that at the contact point between the vehicle and beams, the contact-point response includes
the bridge’s displacement, roughness of the tire, as well as road profile.

4.3. Results and discussions

4.3.1. Case 1: Basic study
When the T1 vehicle is driven at the speed 𝑣 to pass the USB, the frequency spectrum of its body is shown in Fig. 19a. As

mentioned in the previous section, accelerometers are also installed on the USB to record its vibrations during the passage of the
vehicle. Fig. 19b displays the frequency spectrum of the bridge’s forced vibrations caused by the vehicle’s passage. We can see that
the first two frequencies of the bridge, 𝑓𝑏1,𝑆 and 𝑓𝑏2,𝑆 , can be clearly identified. However, the frequencies of the vehicle cannot be
discerned from the bridge’s frequency spectrum. Additionally, based on the findings in Fig. 17, it is evident that the frequencies of
the vehicle can be identified from its vibrations. However, it is important to note that the above results obtained through direct
FFT do not capture the time-varying characteristics of the VBI system. Therefore, the IMSST technique is employed to analyze the
vibrations of the vehicle body and USB, as shown in Figs. 19c and d. The window length is selected as 12288.

From the direct measurement of the bridge vibrations, it can be clearly observed that the fundamental frequency of the bridge
decreases when a vehicle passes over it, while the variation in its second frequency is not clear. Furthermore, we can observe that the
decrease in the bridge’s fundamental frequency can also be detected in the vehicle’s responses, as shown in Fig. 19c. Additionally,
the TFRs reveal the variation in the vehicle’s first frequency. The ridge extraction results of 𝑓𝑏1,𝑆 from the TFRs of both the vehicle
nd the bridge’s responses are plotted in Fig. 19e. We can see that the time-varying frequency of the bridge during the VBI process
an be accurately captured by the drive-by vehicle. However, when the vehicle enters or leaves the bridge, the bridge’s fundamental
requency is not as well captured by the vehicle. This is because the vehicle begins to collect bridge vibrations only when it enters
he bridge, and it stops collecting bridge vibrations once it leaves the bridge.
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Fig. 19. Results using body responses of the T1 vehicle and USB.

Additionally, from the identification results of the vehicle’s first frequency 𝑓𝑣1 as shown in Fig. 19f, we can see that it increases
to around 20 Hz when the vehicle enters and leaves the bridge, compared to its original one 𝑓 0

𝑣1 without VBI. Similar increases
can also be observed when the vehicle passes the bridge (20.3–28.3 s). However, slight decreases can also be noticed during the
vehicle’s passage (13.3–20.3 s and 28.3–45.5 s). Therefore, it can be seen that the vehicle’s frequency exhibits both increases and
slight decreases in laboratory tests during the VBI process, i.e., fluctuations around 𝑓 0

𝑣1. Since the bridge’s frequency is of interest
to engineers, subsequent sections will focus on analyzing the time-varying frequencies of the bridge. Unless stated otherwise, the
parameters used will remain the same as in this section.

4.3.2. Case 2: Study on sensor positions
In the current research on the drive-by method, accelerometers are commonly attached to either the vehicle body or its

axles [12,14]. In this experiment, we placed three sensors on the vehicle body and the front and rear axles individually. Upon
the vehicle’s passage, the vibrations from all three positions are simultaneously collected. The frequency spectra of the front and
rear axles are plotted in Figs. 20a and b, respectively.

Upon observations, it is evident that the utilization of front axle responses leads to less distinguishable frequencies of the bridge
compared to using vehicle body responses. The fundamental frequency of the bridge and vehicle frequencies are overshadowed by
noisy peaks. Additionally, Fig. 20b shows that when the accelerations of the rear axle are utilized, the fundamental frequency of
the bridge can still be observed. However, compared to Fig. 19a where vehicle body responses are used, the prominence of the
bridge’s fundamental frequency peak diminishes. The above results can be attributed to the susceptibility of the axle responses. As
the vehicle and bridge are contacted by wheels that are directly connected to the axles, the axle responses are more prone to being
influenced by road roughness. On the other hand, the vehicle body vibrates freely during passage and is not as strongly affected by
road roughness. Therefore, in engineering applications involving the extraction of bridge information from vehicle vibrations, it is
recommended to utilize the vehicle body’s responses. Alternatively, the responses of the heavier axle can be considered.

To investigate the time-varying frequencies extracted from vehicle axle responses, Fig. 20c plots the TFRs of its rear axle
vibrations. Although the bridge’s fundamental frequency becomes weaker, its variation remains distinguishable. However, the road
roughness significantly affects the vehicle’s frequency 𝑓𝑣1 in the high-frequency range, albeit with some observable traces. By
employing ridge extraction, we can still identify the time-varying bridge frequency 𝑓𝑏1,𝑆 from the vehicle’s rear axle responses,
as shown in Fig. 20d. However, the effects of entering and leaving the bridge become more remarkable.

4.3.3. Case 3: Study on vehicle mass
The variation of the bridge’s frequency during the VBI process can be influenced by the mass of the vehicle. This is determined

by the ratio of the vehicle–bridge mass ratios, as illustrated in Fig. 8. In this section, we will consider two vehicles, T2 and T3, with
different masses as mentioned in Section 4.1. The vehicle/bridge mass ratios for T2 and T3 are 2.961% and 3.767%, respectively.
Due to manual operations, the passing times are slightly different. The frequency spectrum, TFRs generated by the IMSST, and ridge
extraction results of the vehicle body responses are shown in Fig. 21.
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Fig. 20. Results using responses of T1 vehicle axles.

Fig. 21. Results using body responses of vehicles with different masses.

From Figs. 21a and d, we can see that the frequencies of the vehicle, 𝑓𝑣1 and 𝑓𝑣2, have decreased due to the increase in vehicle
mass. Additionally, the frequencies of the bridge can be observed from the frequency spectra of the vehicles. The TFRs obtained
for the vehicle body responses using IMSST, as plotted in Figs. 21b and e, capture the decrease in vehicle frequencies. Moreover,
the traces for the bridge’s fundamental frequency are clearly identifiable. The extraction of ridges from the TFRs reveals that the
20
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Fig. 22. Results using body responses of the T1 vehicle at different speeds.

time-varying frequency of the USB can be identified from the responses of vehicles with varying masses. Furthermore, upon closer
examination of the variation in the bridge’s fundamental frequency, it is observed that there is a larger decrease in 𝑓𝑏1,𝑆 with an
increase in vehicle mass. In comparison to Fig. 19e, where the T1 vehicle is used, the bridge’s frequency at its midpoint has decreased
to 7.290 Hz and 7.179 Hz for T2 and T3 vehicles, respectively. However, this slight decrease cannot be captured by a simple FFT but
can be identified from the drive-by vehicle’s responses. Furthermore, we can still notice the inaccuracy of bridge frequency capture
at the beginning and leaving periods, especially for the T2 vehicle.

4.3.4. Case 4: Study on vehicle speed
In Section 3.4.1, numerical simulations were conducted to analyze the effects of vehicle speeds. For experimental validation,

two higher speeds, approximately 2𝑣 and 4𝑣, were considered. As introduced in Section 3.4.1, high speed will make the passing
time shorter and decrease the frequency resolution in TFRs, resulting in challenges in acquiring the time-varying characteristics of
frequencies. The section utilizes a shorter window length of 8192 to increase the time resolution [51]. The time-varying frequency
identification results of the VBI system can be found in Fig. 22.

Upon comparing Figs. 22a and d, it becomes apparent that the frequency resolution declines as the vehicle speeds increase.
Furthermore, the frequency spectra clearly show that the first two frequencies of the USB remain identifiable. However, it is also
noticeable that when the vehicle speed reaches 4𝑣, more interfering peaks emerge. This occurrence can be attributed to the impact of
road roughness. As the speed increases, the collision between the tire and the uneven road roughness generates an impulsive force
that transfers more energy to the bridge, resulting in a stronger VBI response. Simultaneously, a greater amount of information
regarding road roughness is transmitted to the vehicle, exacerbating the disruption caused by road irregularities and diminishing
the bridge’s frequency identifiability. At the same time, the high speed of the vehicle leads to a shorter passage time, which results in
less bridge information being collected. This, in turn, hampers the identification of time-varying bridge frequencies. The TFRs of the
T1 vehicle’s body responses are plotted in Figs. 22b and d, and the ridge extraction results of 𝑓𝑏1,𝑆 are shown in Figs. 22c and f when
employing the higher speeds 2𝑣 and 4𝑣. We can see that due to the decrease in frequency resolution, the time-varying frequencies of
the bridge captured from the bridge itself and from the vehicle are less matched, especially when the 4𝑣 speed is utilized. However,
the overall trend of variation can still be captured. In engineering applications where the time-varying characteristics of the bridge
are of interest and the vehicle’s vibrations are utilized, the speed cannot be too high. Otherwise, variations of frequencies of the
VBI system will be less trappable [22].

4.3.5. Case 5: Study on bridge mass
The use of vehicles and USB in the previous sections does not result in significant variation in bridge frequencies during vehicle

passage, as demonstrated in Fig. 7c. In engineering practice, this mass ratio can exceed 10% [24]. In this section, the analysis is
performed using RWB. As mentioned in Section 4.2, the first two original frequencies of USB and RWB are set to be close to each
other to keep a relatively constant vehicle–bridge frequency ratio. When the T1 vehicle is used with RWB, the vehicle–bridge mass
ratio becomes 21.257%. Additionally, as observed in the previous sections, the fundamental frequency of the bridge cannot be
accurately tracked when the vehicle enters and leaves the bridge. Specifically, when the vehicle starts to be driven, its front wheels
21
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Fig. 23. Results using body responses of the T1 vehicle passing the RWB.

are already on the bridge, and only a short acceleration ramp is used for its rear wheels. The time-varying frequency identification
results of the VBI system are presented in Fig. 23.

Figs. 23a and b demonstrate that both the bridge’s frequencies and the vehicle’s frequencies can be identified from the vehicle’s
body responses. Additionally, the bridge’s responses reveal that not only can the bridge’s frequencies be observed, but the vehicle’s
first frequency is also observable. This implies that the vehicle’s dynamic information can also be transferred to the bridge
during their interaction. The TFRs of the vehicle’s responses are shown in Fig. 23c. We can see that the bridge’s time-varying
fundamental frequency can be well-tracked. The extraction ridges from the vehicle responses and bridge responses are displayed in
Fig. 23d, showing a strong correlation even in cases where the bridge’s fundamental frequency experiences a significant decrease
(approximately 1.5 Hz decrease when the vehicle passes the bridge’s midpoint). These findings align with the results shown in
Fig. 7c, which indicate that a large vehicle–bridge mass ratio leads to a sharp decrease in the bridge’s fundamental frequency. As
a result, the proposed approach of utilizing vehicle responses to track the time-varying characteristics of the VBI system proves to
be effective and is recommended in engineering applications for some downstream work, such as frequency-based bridge condition
assessment.

4.3.6. Evaluation of time-varying bridge frequency extraction from vehicle responses
The preceding sections highlight that the proposed approach can effectively extract the time-varying fundamental frequency of

a bridge from the responses of passing vehicles in various cases. To assess the method’s effectiveness in different scenarios, this
section introduces a novel index, termed the T-DTW distance, to evaluate the accuracy of identifying time-varying frequencies from
vehicle responses. Let 𝐟𝑉𝑏𝑘 = [𝑓𝑉

𝑏𝑘,1,… , 𝑓𝑉
𝑏𝑘,𝑁 ] represent the 𝑘th time-varying frequency sequence obtained from the vehicle, and

𝐟𝐵𝑏𝑘 = [𝑓𝐵
𝑏𝑘,1,… , 𝑓𝐵

𝑏𝑘,𝑁 ] denote the corresponding frequency sequence from the bridge. Considering 𝐟𝐵𝑏𝑘 as the ground truth, the T-DTW
distance 𝛾𝑇𝑘 can be calculated using Eqs. (39) and (40) .

𝛾𝑇𝑘 = 𝛾(𝑖, 𝑗)∕𝑇𝑡 ⋅ 𝑓𝑠 ⋅ 100% (39)

𝛾(𝑖, 𝑗) =
√

(𝑓𝑉
𝑏𝑘,𝑖 − 𝑓𝐵

𝑏𝑘,𝑗 )
2 + min{𝛾(𝑖 − 1, 𝑗 − 1), 𝛾(𝑖 − 1, 𝑗), 𝛾(𝑖, 𝑗 − 1)} (40)

where 𝛾(𝑖, 𝑗) means the cumulative distance. 𝑓𝑉
𝑏𝑘,𝑖 represents the 𝑖th point of the 𝑘th order bridge frequency sequence extracted

from vehicle responses, while 𝑓𝐵
𝑏𝑘,𝑗 denotes the 𝑗th frequency point extracted from bridge responses. The sampling frequency is

represented by 𝑓𝑠, and 𝑇𝑡 is the vehicle’s passing time. It is important to note that the passing time of the vehicle can vary in
engineering scenarios, but the above equation eliminates this influence. For comparison, several commonly used criteria such as
22
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Table 2
Evaluation of 𝐟𝑉𝑏1 identified from response vehicles.

Case Case 1 Case 2 Case 3.1 Case 3.2 Case 4.1 Case 4.2 Case 5

Vehicle mass T1 T1 T2 T3 T1 T1 T1
Sensor position Body Rear axle Body Body Body Body Body
Speed 𝑣 𝑣 𝑣 𝑣 2𝑣 4𝑣 𝑣
Bridge USB USB USB USB USB USB RWB
ED1 16.4027 16.6694 21.3436 15.3414 21.9809 11.2837 23.7219
MAC1 0.9999 0.9999 0.9998 0.9999 0.9997 0.9999 0.9997
𝑅2

1 0.3483 0.3269 0.0088 0.7530 −1.8761 −2.3237 0.9158
𝛾𝑇 1 2.08% 2.34% 3.80% 1.71% 4.92% 3.55% 1.94%

Euclidean distance (ED), MAC value, and R-squared (𝑅2) are calculated. These criteria for the 𝑘th extracted frequency sequence can
be obtained using Eq. (41). The evaluation values for the extracted 𝐟𝑉𝑏𝑘 in different cases have been listed in Table 2.

ED𝑘 =

√

√

√

√

𝑁
∑

𝑖=1
(𝑓𝐵

𝑏𝑘,𝑖, 𝑓
𝑉
𝑏𝑘,𝑖);MAC𝑘 =

|

|

|

(𝐟𝑉𝑏𝑘)
𝑇 (𝐟𝐵𝑏𝑘)

|

|

|

2

|

|

|

(𝐟𝑉𝑏𝑘)𝑇 (𝐟
𝑉
𝑏𝑘)

|

|

|

|

|

|

(𝐟𝐵𝑏𝑘)𝑇 (𝐟
𝐵
𝑏𝑘)

|

|

|

;𝑅2
𝑘 = 1 −

∑𝑁
𝑖=1(𝑓

𝐵
𝑏𝑘,𝑖 − 𝑓𝑉

𝑏𝑘,𝑖)
2

∑𝑁
𝑖=1(𝑓

𝐵
𝑏𝑘,𝑖 − 𝑓𝐵

𝑏𝑘)
2
. (41)

For different cases, we can observe that when ED is used, the evaluation values in cases 1–4.1 and 5 are close. Take cases 3.1
nd 4.1 as examples, and the qualities of time-varying frequency values extracted from the vehicle are different (see Figs. 21c and
2c), especially when it passes the intermediate part of the bridge. However, their ED values are close to each other. Additionally,
hen the MAC values are utilized, we can see that all criteria fall between 0.9997 and 0.9999, which is very close to 1.0. This

ndicates that the frequency values extracted from the vehicle match the ones from the bridge quite well. However, there are clear
ifferences observed for different cases. When 𝑅2 is used, cases 4.1 and 4.2 have negative evaluations, indicating a very poor
xtraction. However, in case 4.1, the extracted frequency values from the vehicle can capture the trend of the bridge frequency
ecrease. The above findings indicate the failure of these traditional criteria.

DTW is a method used to assess the similarity in shape between two time-dependent sequences. From Fig. 19a, we can see
hat the time–frequency variations captured by the vehicle and the bridge may not be time-aligned (see 0–10 s), even though they
ave a similar trend. DWT can be a good candidate to evaluate local similarity between two sequences. Furthermore, due to the
ifference in the passing time of various vehicle runs, the concept of T-DTW is proposed to remove the influence of passing time.
or T-DTW values, a low percent near zero means good time-varying frequency extraction. The evaluation values 𝛾𝑇 1 have been
isted in Table 2. We can see that compared to traditional criteria, the proposed T-DTW values are more effective in assessing the
xtracted time-varying bridge frequencies. For instance, there is a 1.12% difference between cases 3.1 and 4.1 instead of a similar
istance by the ED. Figs. 21c and 22c show that higher T-DTW values for evaluating cases 3.1 and 4.1 are mainly attributed to
naccuracies in the frequency capture during the vehicle’s entering and leaving times. Furthermore, case 4.1 demonstrates a poorer
atching degree during the intermediate time compared to case 3.1, and therefore a poorer T-DTW value is given. Consequently,

he evaluation of T-DTW values proves to be meaningful and effective. In this work, the authors find that T-DTW values lower than
% can represent a good match between the identified time-varying bridge frequencies from the vehicle and the bridge itself, and
hus recommend it be utilized for frequency extraction evaluation in other future studies.

. Conclusions and future work

This paper explores the time-varying frequencies of the VBI system, which consists of a two-axle vehicle and a simply supported
ridge. New semi-analytical solutions for the system are derived and validated through numerical simulations. Furthermore, the
MSST method is presented to generate clear TFRs that can accurately track the frequency variations of the VBI system using
ehicle responses. To demonstrate the effectiveness of the proposed strategy, laboratory experiments are conducted using a scaled
odel truck and two beams, and a novel index, called T-DTW, is recommended for the evaluation of time-varying bridge frequency

xtraction using the drive-by method. Several concluding remarks are drawn below.

(1) The proposed semi-analytical solution for time-varying frequencies of the VBI system is derived, and the frequency variations
of the two-axle vehicle and bridge can be captured by TFRs generated by IMSST in numerical simulations.

(2) According to numerical simulations when the two-axle vehicle is employed, both the vertical and pitching frequencies need
to be considered for the resonance phenomenon between the vehicle and bridge. When the bridge’s fundamental frequency is
slightly higher than that of the vehicle, the bridge’s fundamental frequency increases greatly during the interaction. Instead, if
it is marginally lower than the vehicle’s frequencies, the bridge’s fundamental frequency decreases much during the passage.

(3) High vehicle speed decreases the vehicle’s passing time, making the frequency resolution limited to capture frequency
variations of the VBI system. Damping in the system will inversely influence the identification of the system’s time-
varying frequencies. Experimental results show that vehicle body responses facilitate the identification of time-varying bridge
frequencies compared to that of vehicle axles.

(4) Compared to traditional methods, the proposed T-DTW index can better evaluate the time-varying bridge frequency extraction
results from vehicle responses and is suggested for examining prospective methods.
23



Mechanical Systems and Signal Processing 220 (2024) 111677Z. Li et al.

m
a
v
3

C

F

Even though time-varying characteristics of the VBI system are studied in this work, engineering applications typically involve
ore influential factors such as multiple-axle vehicles and heavy ongoing traffic. Furthermore, 3D modeling that can better represent

n engineering VBI system will be explored. The proposed IMSST-based method shows great potential in tracking bridge frequency
ariation using the drive-by method. Our future studies will check the above influential factors and time-varying characteristics of
D VBI systems.
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